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Introduction

Early formal systems:

¢ Grammars and automata were modelling classic computing
devices.

¢ Centralized devices — computation with one central agent.
Grammar systems:

¢ Distributed computation — more processors and computers.

® Distribution, parallelism, concurrency and communications.

® Increase of generative power.

® GS are functioning under specific protocols.




Cooperating distributed grammar syste

CD grammar system of degree n > 1 is (n + 3)-touple
I'=(N,T,S P,...,P,)

where each Py, ..., P, is finite set of productions.
Notation:

* 4-th CF grammar G; = (N, T, S, P;)
Modes of derivation (=):

* =' —terminating derivation

* ==F _Kk-step derivation

* ==k _ gt most k-step derivation

* =2k _ at least k-step derivation




Hybrid Modes In CDGS

o = (2kiASk2) _\When enabled, the component has to perform at
least k£; and at most k5 derivation steps.

* = (AZk) _When enabled, the component has to perform as many
derivation steps as possible, and at least £ steps.

* = (A=k) _When enabled, the component has to perform as many
derivation steps as possible, and exactly k steps.

* = (A<k) _\When enabled, the component has to perform as many
derivation steps as possible, and at most k steps.




Hybrid Modes — Examples

LetG = (N, T, S, P1, P;) is CD grammar system with

°* N={SA B,A B},

* T =/a,b,c},

* pp={5—-55—AB,A'—> A, B"— B} and

* P,={A—aA'b,B— cB',A— ab,B — c}.
And e. g.:

® Liup>1)(G) ={a"b"c™|n,m > 1}

® Lip=2)(G) = {a"b"c"|n > 1}

© Li(G) =0, f € {=k>klk>3)
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CDGS - Competence

Domain of ¢-th component:
® dom(P;)) ={X € NI X - z¢€ P}
Component ; is k-competent on word X iff:
® clev;(x) = |alphy(x) Ndom(FP;)| =k
Cooperation levels:

o x#?k_comp'y iff v =21 =,...=; 2z, =y and
® clevi(xz;) < kforl <j<m—1andclev;(z;) =0o0r
clev;(x;) > k.

° Operations = “~“" and ="~ are defined similarly.




CDGS — Competence - Example

G={AA B,B,C,D} {a,b,c},AB, Py,..., Pgs). Grammar works in
< 1-comp. mode (= 1-comp. mode).

Pr={A—adA'b,B'— B',C — C}
P,={A— A, B— B'c,C — C}
Ps={A"— A,B— B,C — C}
Po={A— A B — B,C—(C}
Ps={A' - C,B — B)
Ps={A— AA — A B — D}
P;={B'"— B',C — ¢}
Ps={D — ¢}
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CDGS - generative power

Notation:
® CD,(f) denotes class of CD grammars with z components.

Generative power of CD grammar systems:

L(CF) = L(CD:(t)) = L(CDs(t))
C
L(CDs(t)) = L(CDw(t)) = L(ETOL)

L(fRC,CF) = L(CD,CF,=1)
L(CD,CF,=1) = L(RC,CF)
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Colonies

A colony is a 3-tuple C' = (V, T, F'), where

® Vs finite set of symbols.

° T C Vs set of terminals.

° F=A{(S;,F)|S € V,F, C(V—=.8;)" F;isfinite, 1 < i < n}.
Generally:

* =7 elementary string operation of type x

* =7* stays for a reflexive and transitive closure

°* For C = (V,T,F)and axom wg € Vx,
L. (C,wg) = {v|wy ="* v,v € T*}

* C'OL, denotes class of all languages generated by colonies with
=7,




Seqguential Colonies

For z,y € V* we define basic derivation step:

° z=byiffx = 21529, y = 21222 and z € F; forsome i, 1 < i < n.
Example:

* C=({A,B,a,b},{a,b},{(A,{ab,aBb}),(B,{A})), Ly(C, A)?
Modification:

°x :>t y Iff z = :L'lSz-azgSi ce ZCmSi$m+1, L1X2 ... Tm+1 < (V - Sz)*,
Y= T1w012x2W2 ... WML m+1

Example:
* C=({A, B,a},{a},{(A,{BB}),(B,{4}),(B,{a})}), L«(C, A)?




Parallel Colonies

Informal definition:
¢ Several components are active in one derivation step of the colony

° If (S, F;) and (S, F;) are two components of C' and if at least two

symbols S appears in current string, then both components must
be used.

® If only one S appears in current word and there are at least 2
components then only one can be used, there are two possibilities
® derivation is blocked — strongly parallel way of derivation =*P

¢ derivation continues — weakly competetive parallel way of
derivation ="P




Parallel Colonies — Examples

Strongly parallel:
°* C={AB,C,D,0,1},{0,1},{(A,{0B,1C}), (A,{0C, 1B}),(B,
{4, E}),(C A, E}), (B, {€}), (B, {e})}-
® L, (C,AA) =7

Weakly parallel:
* C={S,AB,C,D,E F,a,b,c},{a,b,c},F)
* F={(5{ABC}),(Y,{Z}),(2,{Y}),(A,{aD, X}), (B, {bE,

X 1), (CAcF, X}), (D, {A}), (B, {B}), (F,{C}), (X,
1e1):(X;{e}), (XY 1)}

® Lyp(C,S) ="




Colonies - Generative Power

Generative power:

COL, = CF
COL, C COL,,
COL, C COLy,
COL,, C MAT,,
COL,, C 1ETOL

Open problems:
® What is relation between COL,,, and COL,?

® Is the inclusion COL,, C M AT,. proper?




P Systems

® Computability model — distributed and parallel,
¢ based on notion of a membrane structure,

¢ variable number of components,
¢ dissolvation of membrane,

® two modes of functionality
¢ generating language
® accepting word

® Types of P Systems

® Transition P Systems
* P System Based on Rewriting




Membrane Structures

Language of Membrane Structures (M S) is recurrently defined over
alphabet {], ] }:

° e Ms,
* ifpup,...,un € MS,n>1,then [u1,..., 1, € MS,
® nothing else in M S.

The depth of a membrane structure p, denoted by dep() is defined
recurrently as follows:

° ifu=1], thendep(pu) =1,

°* ifpu=|[uy...u,l, forsome uy,...,u, € MS then
dep(p) = mazx{dep(u;)|1 <i <n}+1.




Membrane Structures - Venn diagram




Transition P Systems

A transition P system of degree n, n > 1, is a construct:

II = (V,,LL,’wl, e ooy Wp, (R17,01), sy (Rnapn)720)

where
® V is alphabet; its elements are called objects
® 1 IS membrane structure of degree n
® w; are strings over V*
®* R; Is set of evolution rules over V

® p, Is partial order relation over R;, specifying priority relation
among rules of R;.

® 19 Is a number between 1 and n — number of output membrane




Transition P Systems |I.

Evolution rules:

® evolution rule is pair (u, v), usually written in form v — v
® IS string over V
* v=7"0orv=179and

v' € (V x {here,out}) U (V x {in;|1 < j<n})

and ¢ Is special symbol not in V. The length of « Is called the
radius of the rule u — wv.

Note:
¢ Computation is succesful if no rule can be applied.
® Some words w; can be ¢.
¢ Some sets of productions R; can be empty.




Transition P System - Example

-

a — (ains)
ac — 9O

c — (ciny)
c — (bjin)
dd = (ain.)

4 C
c — (d,out)

b =D

|

> a — (ainy)b

aacd

a — (ainy)
ac — 0

c — (ciny)
c — (bjin)
dd = (ain.)

> a — (ain)b

4
c — (d, out)

bbd
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Generative Power of P Systems

Types of P Systems:

® Non-cooperative — radius of rulesis 1 - nCoo

® Cooperative — radius of rules is at least 2 - C'oo
Notation:

®* TP,(a,d) is class of languages computed by P systems with at
most n components.

* a e {nCoo,Coo}
¢ ¢ if present denotes P System with ¢ rules




Generative Power of P Systems

Hierarchy of TP, («) system families
L(EOL) C TPy (nCoo) C TPy(nCoo) C ... C TP(nCoo).
Forevery:=1,2,...,
T P;(nCoo) C TP;(nCoo,9).
And

TP;(Coo) =TPy(Coo,d) =TP(Coo) =TP(Coo,d) = RE.




Conclusion

Grammar Systems

® usage in many practical fields
¢ parallel compilers
® biology
¢ chemistry

Increase of generative power using paralelism e. g. left-forbidding CD

grammar systems.
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