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ABSTRACT

This work continues in development of the recently proposed

Bottle-Neck features for ASR. A five-layers MLP used in bsttl
neck feature extraction allows to obtain arbitrary feasire without
dimensionality reduction by transforms, independentlyttoe MLP
training targets. The MLP topology — number and sizes ofrigye
suitable training targets, the impact of output featuragfarms, the
need of delta features, and the dimensionality of the firsLli®e vec-
tor are studied with respect to the best ASR result. Optithiza-
tures are employed in three LVCSR tasks: Arabic broadcassne
English conversational telephone speech and English ng=etim-
provements over standard cepstral features and prokabilik P
features are shown for different tasks and different nenedlin-
put representations. A significant improvement is obsemwéédn
phoneme MLP training targets are replaced by phoneme siates
when delta features are added.

Index Terms— Bottle-neck, MLP structure, features, LVCSR

1. INTRODUCTION

Features for ASR obtained from neural networks have regdeti
come a component of state-of-the-art recognition systdinsThey
are typically obtained by projecting a larger time span ofitical-
band spectrogram onto posterior probabilities of phonetasses
using multi-layer perceptron (MLP). That is why they are stimes
referred to agrobabilistic features In order to better fit the sub-
sequent Gaussian mixture model, the MLP estimates of poster
are logarithmized and decorrelated by Principal CompaAngaly-
sis (PCA) or Heteroscedastic Linear Discriminant AnalysisDA),
which also allows to reduce their dimensionality.

The performance of probabilistic features is often beloat tf
standard cepstral features. However, due to their diftenature,
they exhibit a large amount of complementary informatiohe Tole
of the probabilistic features in ASR is thus to augment thestal
features. This is especially the case of TRAP-based prbstadi
features [2], where the input to the MLP is formed by temptnal
jectories of energies in independent critical bands. Siheg intro-
duction, several modifications targeting the input spegam [3, 4],
the MLP structure [5] and MLP training targets [6] were preed.
Despite all the effort, probabilistic features have notsistently out-
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Fig. 1. Block diagram of the Bottle-Neck feature extraction with
TRAP-DCT raw features at the MLP input.

performed cepstral features and are being used only ascthaiple-
ment.

This misfortune seems to have ended last year with the introd
tion of theBottle-NeckBN) features [7]. BN features use five-layers
MLP with a narrow layer in the middle (bottle-neck). The fanden-
tal difference between probabilistic and BN features i$ the latter
are not derived from the class posteriors. Instead, theplt@ined
as linear outputs of the neurons in thettle-neckayer. This struc-
ture makes the size of the features independent of the nuofitiee
MLP training targets. Hence it is easy to replace the phortengets
by finer and more numerous sub-phoneme classes, whileirgjan
small feature vector without a need of a dimensionality oidum.
The bottle-neck MLP training process is the same as for fitiba
tic features and employs all five layers. During feature aotion
only the first three layers are involved. It is illustratedHig. 1.

This work continues in the development of the BN features by
experimenting with the topology of the MLP (number of layarsi
their sizes) as described in section 3.1. Section 3.2 etexduthe
contribution of switching from phoneme to sub-phonemenirgj
targets. Section 3.3 questions the necessity of decdngltte fea-
tures prior to GMM-HMM modeling by PCA or HLDA transforms.
Finally, section 3.4 experiments with augmenting BN feasuby
their temporal derivatives in the same way it is commonly eltm
cepstral features.

2. EXPERIMENTAL SETUP

Experiments were carried out on three LVCSR tasks using two i
dependent MLP implementations, three independent HMM émpl
mentations and three different MLP raw input features ineord
provide a better objectivity in conclusions.

2.1. Raw Features for MLP

The purpose of the neural network in the BN system is to tansf
a certain representation of speech into output features. speech



representation raw features- is usually high-dimensional and itis 2.4. Task 3 - Arabic Broadcast News Transcription
derived from speech segments several hundred millisedonds In The recognition system is a development version of the Arabi

this work, three different raw features were used: speech-to-text used in the AGILE participation in the GAQEEval-
TRAP-DCT - A short-term mel-scaled log-energy spectrogram,ation [11, 12].

is normalized by VTLN and speaker-based mean and variance no
malization. Next, 300 ms (31 frames) long energy trajeewri
(TRAPS) in 23 frequency sub-bands of the spectrogram ajeqisal

on Discrete Cosine Transform bases and the first 16 coeffician
cluding DC component are retained. TRAP-DCT raw feature® ha

23 x 16 = 368 elements. ing about 10000 tied-states with 32 mixtures per state.idesttare

9-PLP — 9 successive frames of 12 PLP features plus the framge e rated with HMMs trained on the considered features atitiaw
energies with their derivativeA and A= are concatenated, centered bi-gram LM. They are then rescored by a tri- and four-gram LM.

at the current frame. In Arabic task, PLPs are mean and \ainar- MLP: MLP uses 9-PLP or wLP-TRAP raw features, it has

malized per speaker (automatic segmentation). 9-PLP raturies 4 layers and 210 phoneme state targets. PCA decorrelatestibet

have9 x 39 = 351 el_ements and cover about 150 ms context. features. The MLP is trained on 17 hours (9-PLP) or 63 houtw
WLP'TRAP - Hllbgrt envelopes of 500 ms speech fram(_es areTRAP) subset of the training ddtaThe number of trained param-

calculated in 1-Bark wide frequency sub-bands. The tem@ta  oierg is about 1.4 million for 9-PLP or 1.8 million for wLP-FR

of the envelopes are pre-warped and the envelopes are mdalgle 5,y teatures. The respective topologies are 351-3500-180afd
linear prediction [8]. As raw features, the LP cepstral Go&fnts 475-3500-39-210 neurons.

are used. With 19 bands and 25 LPC coefficients per band there a The baseline performance of PLP features wittand A (39

19 x 15 = 475 elements. features) with the speaker-based mean and variance naatiafi is
25.1% WER.

Tab. 1 illustrates the performance gain of switching fromlgar-
The Meetings recognition system is based on AMI-LVCSR syste pilistic features to the above described initial bottlekéeatures on
used in NIST RT'05 evaluation [9] and is the same as in [7]. the three tasks. Bottle-neck features outperform prolsdiailfea-

Data: The training set consists of the complete NIST, ISL, AMI tures in all cases. The last column gives the performancéef t
and ICSI meeting data — about 114 hours. The test set was defin@aseline PLP features.

in NIST RT'05 evaluation. The independent headset micrapho

Data: Training data contains about 400 hours of manually tran-
scribed Arabic broadcast news data mainly distributed bZLEval-
uation data contains about 3 hours of speech referred in &leEG
community as the bnat06 development set.

Recognition systemis a LIMSI CD-HMM based system, us-

2.2. Task 1 — Meetings (Meetings Speech Recognition)

(IHM) test set with reference segmentation was used. MLP output features baseline
Recognition systemis based on HTK, using 7700 tied states Task parametr. | size || probab.| BN PLP
with 16 mixtures per state. It works in two passes: first, wite Meetings| TRAP-DCT | 35 279 | 26.6| 27.8
ices are generated with PLP-based models and a bi-gramdgagu CTS WLP-TRAP | 39 50.5 47.8 45.1
model (LM). Second, the lattices are rescored with a foargtM Arabic 9-PLP 39 25.7 24.7 25.1

and models trained using the evaluated features. The lgegcale
factor and the word insertion penalty are tuned for the beSRW Table 1. WER [%)] of probabilistic and initial Bottle-Neck (BN) fea-
MLP: MLP uses TRAP-DCT raw features, it has 5 layers andtures for various input parameterizations and tasks. Téteclaumn
135 phoneme states targets. HLDA is used to decorrelateutipeito  shows PLP baseline.
features. MLP is trained on one third of data from each sitbeua.
38 hours. The total number of MLP trained parameters is about
1 million and the topology is 368-1745-35-1745-135 neurons 3. EXPERIMENTALLY OPTIMIZING BOTTLE-NECK
The baseline performance of VTLN-PLP features appendeu wit FEATURES
derivativesA, A% andA?2, transformed by HLDA to 39 dimensional i ) ) . . .
vector and speaker-based mean and variance normalizedg§%27 The following sections describe the experimenting withpaifts of

the BN system and evaluate the improvement on the LVCSR .tasks
WER. ; ; .

In each experiment, except for the system part being examale
2.3. Task 2 - CTS (Conversational Telephone Speech) other parts are unchanged from the settings given in secfidh-2.4.

Fast-turnaround English CTS task allows for quick evabratof 3.1. MLP Topology

novel approaches without the need of training a full systetn|e o

retaining the scalability of results to LVCSR [10]. Five layers MLP was used in the original BN implementatioh [7
Data: Training data contains 16 hours of telephone speech fronT he goal was to meet two requirements which should have edsur

Fisher and Switchboard corpora per gender. Evaluation dega that the features provided maximum of the relevant inforamato

1 hour subsets from RT-03 eval data per gender with a vocgbula the GMM-HMM system. First, to provide the ability to compses

limited to 1000 words. Only male part of this task was used. the input raw features in an arbitrary-sized output and segcto
Recognition systemis based on HTK, uses about 2000 tied- €nsure a good class separability of the output features.

states with 32 mixtures per state and a bi-gram LM. It is a #mp Besides the first and the last layers needed for I/O interthege

single-pass system. were three hidden layers in the MLP. The first of them was large
MLP: MLP uses wLP-TRAP raw features, it has 4 layers and 460 provide the necessary modeling power. The middle one heas t

phoneme targets. PCA decorrelates the output featuresMIReis ~ MLP’'s smallest layer — the bottle-neck, with its size equaltte

trained on all the training material. The number of trainedgme-  required size of the feature vector. The third hidden layas wgain

ters is about 250 000 and the topology is 375-630-39—46 neuro large to further improve the classification potential.

The baseline performance of VTLN-PLP features augmented—; - ) . . . .
with A andA2 (39 features) is 45.1% WER. It allows faster experimenting for the price of 7% relativeE®/increase.




Sizes of hidden layers in 5-layer MLP

The sizes of the first and the third large hidden layers in thee fi
layer MLP were originally equal. Tab. 2 shows the perfornenc
with different ratios of their sizes on Meetings and CTS taskhe
overall number of MLP’s trainable parameters was constdrite
best results were obtained when the first hidden had abowetwi
more neurons than the third hidden layer.

hid1:hid3 || 3:1 2:1 1:1 1:2 1:3
Meetings || 26.9 | 26.6 | 26.6 | 26.8 | 27.1
CTS 479 | 475 | 48.8 | 48.7 | 48.8

Table 2. The influence of different ratios of the first and the third
large hidden layer sizes of the MLP on the performance (WER[%

Four or five layers?

The third large hidden layer of the bottle-neck MLP can, impr
ciple, be omitted. The impact of such change on the perfooman
was tested using Meetings task, see Tab. 3. The number ohblai

parameters was the same as for 5-layers MLP (one million). Fo

small feature sizes, the 5-layers MLP performs better théaydrs
MLP. However, better results are in general obtained withdavec-
tors (see Sec. 3.4) for which the difference between 4- alayérs
MLPs diminishes. The 5-layers MLP might appear more coremni
when considered that in the recognition phase, it requéss ¢alcu-
lation than its 4-layer competitor having the same numberaified
parameters.

feature size 13 24 35
4-layers MLP || 29.3 | 27.4 | 26.8
5-layers MLP || 28.6 | 26.9 | 26.6

Table 3. WER[%] (Meetings) of BN features obtained from 4- and
5-layers MLPs having the same number of trainable parameter

3.2. MLP Training Targets

The discrimination of MLP features can be improved by rejpigc
phonemes by sub-phoneme classes. Phoneme states haveitreen
cessfully used for this purpose in [5]. In probabilistic tis@s, the
gain from such a large number of classes is often not wortlrthe
bles with reducing the feature dimensionality. On contrémg BN
system can nicely accommodate the phoneme states sincarthie n
ber of classes does not directly affect the output feature. sThe
state targets were introduced for BN features in [7], howegecom-
parison with phonemes was given. Tab. 4 compares the peafaren

of BN features using phonemes vs. phoneme states as MLRdarge

The feature size was constant. The systems with phonenges stiag
about 3% relative better than with phonemes. The reasomighik
phonemes are no more roughly treated as homogeneous urtd- |
dition, the phoneme states better match the GMM-HMM stmegtu

3.3. Output Transform

In [7], HLDA transform was used to decorrelate the output aitle-
neck MLP prior to GMM-HMM modeling. The HLDA was pre-
ferred over PCA because its goal is to maximize the betwésssc
separability and in contrast to LDA it does not assume thesct@-
variances to be the same. This section experimentally corafzev-
eral output transforms.

The performance of the BN MLP outputs as features (i.e. with-
out transformation) was compared to the same outputs tremefl
either by PCA or by S-HLDA considering each HMM tied state
as class or by G-HLDA where all Gaussian components in every
tied state were considered as classes. The results are sizedna
in Tab. 5. Its left part shows (on the Meetings task) that tifk4
ence of the output transform is rather small. Only the mostglex
G-HLDA transform seems to improve. The two last columns show
the results for CTS and Arabic tasks where only PCA transfoas
available. There the PCA brought a relative gain of 4%.

Meetings | CTS | Arabic
transform feature size 9-PLP
13 ] 243 ]4 ] 46 ] 39
none 29.3| 27.0| 26.5| 26.5 || 49.3 25.7
PCA 28.4| 26.8| 26.5| 26,5 || 47.4 24.7
S-HLDA || 28.7 | 26.9 | 26.6 | 26.2 - -
G-HLDA || 28.3| 26.4 | 26.3 | 26.1 - -

Table 5. Influence of various output transformations on top of BN
features on the system performance (WER[%]).

Note that when Gaussian mixture model is used in the HMM
system, it is desirable that the features have normal Higtdns.
The distributions of the BN MLP outputs were found to be vdose
to Gaussian. Selected histograms can be seen at
www. fit.vutbr.cz/ grezl/H stograns/

§.4. Feature Vector Size, Delta Features

Probabilistic features have been typically used jointlyhwgepstral
features because they provide complementary informati®imce
they are extracted from a long temporal context, their deives
were believed to be redundant and, to our knowledge, theapiti®-

tic features have never been appended with deltas. Thig pape
the BN features rather as an alternative to cepstral festthrerefore
their deltas are considered as a possible means of impraxeme

The question of optimal feature size can be seen from two per-

spectives. One can experimentally optimize the BN featizeeand
subsequently study the effect of adding deltas on top of thamn

ternatively, the feature size can be fixed or limited a préovd one
rather needs to know whether to use less features with deltasre

thus the MLP and GMM-HMM become overall more coherent. BN features without deltas.

allows for even finer targets such as the tied states of HMMseN
theless, finer targets may not necessarily mean betterésasince
more targets require more training data and more complessitiars
to be able to properly capture the distributions.

MLP targets | phonemes| phoneme state§ BN size
Meetings 27.8(45) 26.6 (135) 35
Arabic 9-PLP || 25.3(72) 24.7 (210) 39

Table 4. Influence of MLP training targets on performance (WER
[%]) of BN features. Number of targets is given in brackets.

BN features of various feature sizes were augmented with the
first and second derivatives and the performance was eealuat
Tab. 6 gives results for four different setups. By compatimegfirst
and the second lines of the tables, the deltas can be seet-to su
stantially improve the BN system performance in all coruwtisi, by
4-16% relative. Adding double deltas on top of deltas (thedth
line) does not help. This can be explained as follows. ML Ruiies
contain the contextual information which in case of cepstatures
comes from delt&s But then why the deltas on top of MLP features
still help? MLP features contain the context implicitly. \Wever,

2This can be illustrated using the Arabic task by comparing features,



feature Meetings CTS (9-PLP)

kind 13 | 24 | 35 13 | 20 | 39 | 46

BN 28.6|26.9| 26.6|| 55.7| 51.4| 47.8| 47.4
BN+A 27.5| 25.8| 25.5|| 47.0| 454| - -
BN+A+A? || 27.5| 25.9| 25.9|| 46.9| - - -
feature Arabic (9-PLP) || Arabic (WLP-TRAP)

kind 13 | 20 | 39 20 39

BN 29.6|26.4| 24.7] 28.4 25.8
BN+A 27.0124.9| - || 26.5 24.4
BN+A+A? || 27.1| - | - - -

Table 6. WER [%)] of direct BN features vs. direct BN features
appended with derivatives. Direct feature sizes are gimdreaders.

in the HMM, the explicit derivatives serve as an extensionth®
contextual modeling mechanism — they help to overcome thigsli
tion introduced by the first order Markov model property. ther
words, instead of improving the features, the deltas ratherove
the model. While for cepstral features the purpose of dédtdlsus
twofold (bringing the context and improving the model), Mida-
tures benefit from the deltas only by a better model. Finatipsider
that for PLP features the deltas bring about 35% relative gad the
double deltas only another 11%it supports that for the MLP fea-
tures the double deltas become redundant.

The basic question of how many features to use can be answer%q,CSR systems [7]

using Fig. 2 showing the system error as a function of theufeat
size for Meetings task. The optimal direct feature size appto be
around 45 features. When using deltas, the optimal oveizlis
higher but not double, 50-70 features.

When the overall feature size is around 40 features, thesideci
of using deltas is not straightforward. The Fig. 2 suggest fibr the
Meetings, both 20+28 and 40+@Q\ perform about the same. How-
ever, the antidiagonals of Tab. 6 for CTS and Arabic give fedéht
answer. The CTS task suggests using rather 20+#tan 39+Q\
(45.4% vs. 47.8%). The Arabic suggests the opposite, pieder
39+QA over 20+2Q\ (25.8% vs. 26.5% for wLP-TRAP). It means
that the proper choice of the features depends on the theatatk
possibly relates to its complexity.

4. SUMMARY AND CONCLUSION

The paper addressed an experimental optimization of thelnov
Bottle-Neck feature extraction. For a maximum objectivifyree
independent LVCSR tasks were employed which use two differe
MLP implementations and three different HMM implementatio

It was shown that the BN features outperform probabilistia-f
tures in all scenarios of different tasks and different MbpLit raw
features. Next, the neural network structure was studiddvab
shown that five-layer BN MLP was relatively insensitive te tta-
tio of its two large hidden layer sizes. The optimal one haduab
twice more neurons in the first large layer than in the secoitd.
was also shown that the four-layers and the five-layers MLéts p
form comparably for larger feature vectors. Next, a suiakiLP
training targets were searched for. The phoneme-statettsavgere

one using BN MLP trained on 15 subsequent frames of PLPs ufittheltas
and producing 39 features (23.8% WER, MLP trained on 63 hotss a
common PLP system with two derivatives (25.1% WER).

3The respective results 43.1%, 28.2%, and 25.1% WER werénelotan
the Arabic task.

¢ BN features, G-HLDA, w/o deltas
+ BN features, G-HLDA, with deltas-
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Fig. 2. WER[%] as a function of feature size, Meetings task.

shown to perform markedly better than the phoneme targeaib- S
sequently, the need of an output transform was investigdtedas
observed that BN features can perform well even without astra
form, however, the decorrelating transforms generallyrionp the
performance. Finally, the feature vector size and the uskeltéd fea-
tures were explored, showing that the first derivatives sutiglly
improve the system. The optimum feature size was found hetwe
45 and 70 features, depending on the use of deltas.

The BN MLP can be successfully employed in conjunction with
different input raw features delivering BN features thatale or even
outperform the standard cepstral features. Although nptieiy
targeted and shown in this paper, Bottle-Neck and cepstedlifes
provide complementary information and when used jointgytcan
further improve the performance of the current state-efdint
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