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Abstract
The Brno Extended Stress and Speech Test (BESST) dataset
is a new resource for the speech research community, offering
multimodal audiovisual, physiological and psychological data
that enable investigations into the interplay between stress and
speech. In this paper, we introduce the BESST dataset and pro-
vide a details of its design, collection protocols, and technical
aspects. The dataset comprises speech samples, physiologi-
cal signals (including electrocardiogram, electrodermal activity,
skin temperature, and acceleration data), and video recordings
from 90 subjects performing stress-inducing tasks. It comprises
16.9 hours of clean Czech speech data, averaging 15 minutes of
clean speech per participant. The data collection procedure in-
volves the induction of cognitive and physical stress induced by
Reading Span task (RSPAN) and Hand Immersion (HIT) task
respectively. The BESST dataset was collected under stringent
ethical standards and is accessible for research and develop-
ment.
Index Terms: BESST dataset, stress recognition, multimodal
data, speech research, physiological signals, cognitive load,
speech production

1. Introduction
The estimation of cognitive and physical load through speech is
an ongoing challenge in the field of speech research. As various
applications emerge that require a deep understanding of human
behavior through speech, the need for specialized and compre-
hensive datasets has become evident. In response to this need,
we present the Brno Extended Stress and Speech Test (BESST),
a dataset aimed at facilitating further research in this area.

Existing datasets such as Speech under Stress Conditions-
0 (SUSC-0) and Speech under Stress Conditions-1 (SUSC-1)[1]
are primarily military-centric and lack stress load labels,
restricting their applicability in broader contexts. The
Speech Under Simulated & Actual Stress Database (SUSAS)
dataset[2],[3], while accessible, falls short in providing data
that captures cognitive load in natural conversational settings.
The Munich Biovoice Corpus (MBC) dataset [4], has concerns
related to generalization due to its focus on specific fixed vo-
cabulary. Cognitive Load with Speech and EGG (CLSE) [5],
meanwhile, emphasizes cognitive load tasks but does not pro-
vide a framework for identifying physical stress. These limita-
tions in generalization, replicability, and authenticity are signif-
icant challenges that BESST aims to address. Our dataset builds
upon these foundational datasets while introducing a novel mul-
timodal framework that facilitates a more comprehensive inves-
tigation of the stress phenomenon.

This paper intends to provide an overview of the BESST
dataset. The specific focus on using speech for cognitive and

physical load estimation is presented, followed by an overview
of the dataset’s structure, methodology, and potential applica-
tions.

2. BESST Protocol
2.1. Participants

The participant group comprised 90 volunteers (21F, 69M), pri-
marily Caucasian young adults. Technical issues and data loss
led to 79 participants (19F, 60M) forming the final dataset. Re-
cruitment targeted individuals aged 19 to 26, facilitated through
social networks, university platforms, posters, and emails. Par-
ticipants met specific criteria, excluding those with epilepsy,
heart conditions, acute health issues, or non-Czech native lan-
guage speakers.

2.2. BESST Stress Induction Protocol

The BESST is a modified version of the Maastricht Acute Stress
Test (MAST) [6]. Adjustments aim to maximize speaker’s
speech output. The Hand Immersion Task (HIT) and Mental
Arithmetic Task (MAT) components of MAST were expanded.

2.2.1. Hand Immersion Task (HIT)

The HIT is a core component of the BESST experimental pro-
tocol designed to induce physical stress. During this task, par-
ticipants are instructed to immerse their non-dominant hand, in-
cluding the wrist joint, in a container of ice-cold water (approxi-
mately 4-8°C) while describing images displayed on a computer
screen. The goal is to elicit a stress response by exposing par-
ticipants to a discomforting physical stimulus. The images are
presented for a variable duration, up to 90 seconds per image,
and participants are required to provide detailed descriptions us-
ing at least three sentences. This task is inspired by the Cold
Pressor Test (CPT) [7], a well-established method for inducing
physical stress through cold exposure. In the BESST dataset,
the HIT comprises a series of trials, each involving different
sets of images and immersion times, to capture varying stress
levels.

2.2.2. Reading Span Task (RSPAN)

RSPAN is a component of the BESST experimental protocol
designed to induce cognitive load. In this task, participants are
presented with short paragraphs containing emoticons that re-
place certain words. Participants are required to read the para-
graphs out loud, including the replaced words, and memorize
the last word of each paragraph. Subsequently, they reproduce
the memorized words in the correct order at the end of each
segment. The complexity of the task gradually increases as par-

Interspeech 2024
1-5 September 2024, Kos, Greece

1355 10.21437/Interspeech.2024-42



ticipants progress through different segments, involving para-
graphs with varying numbers of emoticons and sentences.

2.3. Procedure

The BESST session consists of segments shown in Table 1.
Each run lasts about 43 minutes, led by two instructors.

Table 1: Session run.

Action Duration [mm:ss] Materials

Instrumentation 7:00

Consent signature
Headset
Empatica E4
Faros 180

Introduction 2:00 PowerPoint Introduction
Questions

Evaluation 1 2:00
Relax 1 3:00

Evaluation 2 2:00 PSS14
STAI-Y1

Experiment run 13:00 See details in Table 2
Evaluation 3 3:00

Relax 2 5:00 STAI-Y1
NASA-TLX

De-briefing 5:00 Exit interview
De-instrumentation 1:00
Total 43:00

• Instrumentation and Introduction: Participants sign con-
sent forms and are fitted with sensors. General info is pro-
vided, questionnaires filled, and relaxation follows.

• Experiment run: Participants practice without ice water
(HIT and Reading Span task (RSPAN) dry-runs). They then
complete 5 HIT and 4 RSPAN tasks alternately, lasting 1-1.5
minutes each. State-Trait Anxiety Inventory-Y1 (STAI-Y1)
and relaxation follow the last HIT task. Detailed breakdown
of the experiment run can be seen in Table 2

• Debriefing and de-instrumentation After Experiment run,
participants are debriefed, where they are explained the pur-
poses of the study, and any questions or concerns are ad-
dressed.

2.4. Psychological Measurements

Psychological assessments in the BESST protocol include three
questionnaires: the Perceived Stress Scale 14 (PSS14) [8],
State-Trait Anxiety Inventory-Y2 (STAI-Y2) [9], and NASA
Task Load Experience (NASA-TLX) [10]. These tools were
used to gauge the mental states and psychological traits of the
participants about stress coping.

2.5. Data Streams

The dataset captures multiple data streams from different
modalities. Table 3 provides an overview of the available data
streams, including details about the devices used, sampling
rates, and file formats.

2.6. Language specifics

The dataset was captured at the Faculty of Information Tech-
nology - Brno University of Technology (FIT-BUT). To ensure
realism, native Czech participants were chosen. Consequently,
the entire dataset is in Czech. However, we anticipate no influ-
ence on our intended use case, as cognitive load and physical
stress effects are expected to be language agnostic.

Table 2: Experiment run.

Action Duration [mm:ss] Material
HIT 0 - Dry-run 1:30
RSPAN 0- Dry-run 1:00 Rebus with 2 paragraphs

HIT 1 1:30 Ice cold bucket
Pictures

RSPAN 1 1:00 Rebus with 3 paragraphs

HIT 2 1:00 Ice cold bucket
Pictures

RSPAN 2 1:15 Rebus with 4 paragraphs

HIT 3 1:00 Ice cold bucket
Pictures

RSPAN 3 1:30 Rebus with 4 paragraphs

HIT 4 1:30 Ice cold bucket
Pictures

RSPAN 4 1:45 Rebus with 5 paragraphs

HIT 5 1:00 Ice cold bucket
Pictures

3. BESST Dataset
Dataset is organized into subfolders for each modality. In there,
another subfolder contains data per each participant. Detailed
breakdown of the dataset content is in Table 4. We define two
types of the data-streams: Native streams are as close as pos-
sible to the data source e.g. direct recordings from the au-
dio recorder. Derived are created using the Native streams
and postprocessed in non-trivial way, creating separate datas-
tream. Different numbers of valid participants per datastream
are caused mostly by protocol error and/or recording device
malfunction.

For ease of use, the dataset is split into 5 different archives:
audio data with Voice Activity Detection (VAD) segmentations
(see Section 4.2); each type of video streams; biological, psy-
chological and semantic segments. This way, it will be eas-
ier for the user to download only relevant parts of the database
(since video data is especially voluminous).

3.1. Data Subsets

We extracted two distinct subsets from the experimental data:
one focusing on cognitive load and the other on physical stress.

3.1.1. Cognitive Load Subset

The structure of the Cognitive Load subset was intentionally
aligned with that of the CLSE dataset to facilitate possible com-
parative analyses. Given the sensitivity of paralinguistic tasks to
lexical content overlap between data splits, we employed care-
fully designed train/validation/test splits to mitigate this effect.
While this approach introduces some degree of speaker leak-
age across the splits, we contend that this does not significantly
impact the target use case, as speaker identity should not sig-
nificantly influence cognitive load levels. For each list, 5-fold
random splits are created. Due to varying availability of modal-
ities across participants, we created three list variants: audio,
audio+video and audio+video+bio. Each variant includes the
respective available data types. A detailed breakdown is pro-
vided in Table 5.

3.1.2. Physical Stress Subset

The Physical Stress subset adopted the labeling methodology
employed in the MBC [4], thereby ensuring a consistent ap-
proach to capturing speech patterns induced by physical load.
Similar to the Cognitive Load Subset, we carefully addressed
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Table 3: Available data streams

Modality Details Count Device Format
Audio Main stream, 48000 Hz, 2 channels, 24 bit, Pulse Code Modulation (PCM) 2 Zoom H4n WAV
Audio Auxiliary stream 48000 Hz, 2 channels, 16 bit, AAC 4 Panasonic HC-VX9805 WAV
Video (face, left posture, right posture, back), 1080p, 25 fps, h.264 4 Panasonic HC-VX9805 MP4
Electro-Dermal Activity (EDA) Auxiliary skin conductance, 4 Hz 1 Empatica E4 CSV
Temperature Auxiliary skin temperature, 4 Hz 1 Empatica E4 CSV
Acceleration Acceleration (x,y,z), 32 Hz 3 Empatica E4 CSV
Heart activity RR (Interbeat) intervals 1 Empatica E4 CSV
Acceleration Acceleration (x,y,z), 250 Hz 3 Faros 180 CSV
Heart activity Electrocardiogram (ECG), 1000 Hz, 24 bit 1 Faros 180 CSV

Table 4: Valid data - Kind is either N - Native, or D - Derived

Data # Part. Kind File name
Audio - tabletop 79 N tabletop.wav
Audio - close-talk 79 N close talk.wav
Video - face 79 N face.mp4
Video - left posture 77 N left.mp4
Video - right posture 75 N right.mp4
Video - back 72 N bucket.mp4
EDA - wrist 76 N EDA.csv
Skin Temperature - wrist 76 N TEMP.csv
Acceleration - wrist 75 N ACC2.csv
Acceleration - chest 76 N ACC.csv
Heart activity - ECG 76 N ECG.csv
Heart activity - RR 76 D RR.csv
Voice Activity Detection 79 D vad-segments.csv
Semantic segmentation 72 D segments.csv
Questionaire - self-reported 90 N psychoload.csv
Rebus performance 90 N results.csv

lexical overlap and speaker leakage concerns, as discussed ear-
lier. Dataset structure is similar to the Cognitive load subset.
Detailed breakdown is provided in Table 6.

4. Validation and processing
4.1. Validation Process for Each Modality

To ensure accurate data representation, each modality under-
went a thorough validation process:
• Audio: Our careful setup of microphones and recording de-

vices maintained the fidelity of audio signals. Regular quality
checks were performed to address any potential issues.

• Video: Cameras were manually time synchronized with the
precision of ±1 second as our camera models does not have
external time signal input. This synchronization facilitated
rudimentary alignment with other modalities.

• Physiological Signals: Rigorous validation protocols, in-
cluding calibration and testing, were applied to physiologi-
cal sensors (ECG, EDA, accelerometers) to guarantee reliable
recordings.

• Psychological Assessments: Standardized procedures were
followed for psychological questionnaires, yielding consis-
tent self-reported stress and cognitive load scores.

4.2. Preprocessing

Data quality was upheld through comprehensive preprocessing
techniques:
• Audio: We conducted speaker-level volume normalization to

maintain uniform audio levels within speaker sessions. This
ensured clarity without compromising natural speech varia-
tions.

• Video: Timestamp alignment synchronized video streams
with other modalities, enabling accurate association of visual
cues with physiological and psychological responses.

• Physiological Signals: Noise and artifact removal enhanced
physiological data quality. Outliers were identified and re-
moved, providing trustworthy continuous data.

• ECG Signal Preprocessing: A robust QRS complex detec-
tion algorithm was applied, employing three independent de-
tectors based on different principles [11]. Manual verification
by an ECG expert ensured precise QRS complex identifica-
tion. Detected positions were carefully corrected for accu-
racy.

• Psychological Assessments: Thorough quality checks were
performed on psychological questionnaire responses, captur-
ing participants’ self-reported psychological states.

4.3. Synchronization of Data Streams

All data streams are time synchronized. The time t0 is set at
the moment when the audio recording from the Zoom recorder
started. The Zoom recorder and video cameras have no explicit
way to programmatically set the correct time from an external
source (i.e., Network Time Protocol (NTP)). Instead, we manu-
ally set each device’s time with an acceptable margin of error of
1 second. The Empatica E4 device implicitly synchronizes its
internal Real-Time Clock (RTC) each time data is downloaded.
The Faros 180 allows explicit synchronization of its RTC when
connected to its software. In our pilot trial, the Empatica E4
bracelet served as the reference time source. Although we did
not use its event marker function for experiment start, accidental
markers visible on video were utilized to calculate relative shifts
in camera clocks for video alignment. Audio-to-video synchro-
nization was achieved using the Audalign1 project, extracting
relative lag from cross-correlation and fingerprinting of the au-
dio streams. The Faros 180’s RTC exhibited time drift issues,
leading to incorrect timestamps. We corrected these timestamps
by cross-correlating RR-intervals between Faros ECG and Em-
patica E4 RR-intervals per participant.

4.4. Speech recognition system

Voice Activity detection (VAD) was based on a simple feed-
forward NN with two outputs and two layers with 400 neurons.
Standard Mel-filter bank features (15 coefficients) with F0 esti-
mates (3 coefficients) [12] were taken as the input after cepstral
mean and variance normalization.

Following Automatic Speech Recognition (ASR) system
was based on hybrid Deep Neural Network-Hidden Markov
Model (DNN-HMM) and trained with Kaldi toolkit [13]. The
architecture followed the one published in [14] but trained on

1https://github.com/benfmiller/audalign
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Table 5: Cognitive load dataset duration and label distribution

Modality # Part. # Segments Total (s) Low [L1] (s) Med [L2] (s) High [L3] (s)
Audio 79 1021 10543.64 3162.93 3221.74 4158.98
Audio-Video 79 1021 10543.64 3162.93 3221.74 4158.98
Audio-Video-Bio 72 932 9572.39 2874.74 2924.86 3772.79

Table 6: Physical load dataset duration and label distribution

Modality # Part. # Segments Total (s) No load[L0] (s) Load [L1] (s)
Audio 79 2915 40078.86 17071.91 23006.95
Audio-Video 79 2915 40078.86 17071.91 23006.95
Audio-Video-Bio 72 2642 36166.08 15287.60 20878.48

Czech data (∼2300 hours).

We utilized the 1-best word transcriptions obtained from the
Automatic Speech Recognition (ASR) output and merged them
with permissible gaps of up to 2 seconds. Segments shorter
than 3 seconds were discarded. This process resulted in 4753
segments, with a median duration of 11.6 seconds, contributing
to a total of 16.9 hours of clean speech data.

4.5. Semantic Labeling

The dataset includes manual semantic labels that annotate dis-
tinct parts of the whole seesion (see Table 1 and 2 for semantic
segments details). These labels offer context for interpreting
recorded signals and identifying stress-related events. Manual
semantic labeling of segments was carried out using our BESS-
TiANNO tool.

5. Availability, Ethical Considerations and
Potential Applications

The BESST dataset, along with relevant code and tools, is
accessible for research and development purposes for free
at https://speech.fit.vutbr.cz/besst. To access the dataset, re-
searcheres needs to fill in a request form and sign the provided
license agreement.

Ethical considerations played a pivotal role in the dataset
collection. This dataset collection was assessed and ap-
proved by the Ethical Committee Faculty of Electrical Engi-
neering and Communication For Biomedical Research, Brno
University of Technology, Brno, Czech Republic under number
EK:02b/2022.

The BESST dataset’s unique multimodal characteristics
present an array of possibilities for advancing speech research:

• Speech and Physical Stress: By aligning physiological and
psychological states with speech responses, investigations
into stress-induced speech variations become feasible.

• Speech and Cognitive Load: The dataset enables the exam-
ination of how speech attributes are influenced by cognitive
load.

• Multimodal Interaction: Researchers can explore the in-
terplay between different modalities, analyzing how speech
interacts with physiological and psychological markers.

• Real-world Applications: BESST’s multimodal insights
have the potential to be translated into real-world applica-
tions, such as stress detection systems, human-computer in-
teraction, and virtual communication environments.

6. Conclusion and Future Work
The BESST dataset bridges the gap between speech and physi-
ological responses, offering a valuable resource for multimodal
speech research. By facilitating investigations into the intri-
cate connections between stress, cognitive load, and speech,
the dataset contributes to various domains, from affective com-
puting to healthcare applications. As research in multimodal
communication continues to evolve, the BESST dataset enables
researchers to unravel the complex interplay of physiological,
psychological, and speech components.

In future work, we aim to explore the potential of automatic
stress detection within the context of large pre-trained models,
such as HuBERT [15], Wav2Vec2 [16], and others.
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