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Abstract
This paper describes the BUT submitted systems for the
ASVspoof 5 challenge, along with analyses. For the con-
ventional deepfake detection task, we use ResNet18 and self-
supervised models for the closed and open conditions, respec-
tively. In addition, we analyze and visualize different combina-
tions of speaker information and spoofing information as label
schemes for training. For spoofing-robust automatic speaker
verification (SASV), we introduce effective priors and propose
using logistic regression to jointly train affine transformations
of the countermeasure scores and the automatic speaker verifi-
cation scores in such a way that the SASV LLR is optimized.

1. Introduction
Automatic speaker verification (ASV) systems are widely used
to verify the identity of speakers. However, ASV systems are
also vulnerable to spoofing attacks [1, 2, 3]. Although the main
purpose of generative models is to facilitate people’s lives, not
to attack biometric models or present false information, the ad-
vancement of generative models poses an increased threat to
biometric systems and society. Thus, it is desirable to explore
anti-spoofing systems (also known as countermeasures - CM
or presentation attack detection - PAD) to detect and prevent
spoofing attacks. To encourage researchers to work on this
important task in the speech processing field, the ASVspoof
[4, 5, 6, 7] challenge has been held since 2015. So far, three dif-
ferent spoofing scenarios have been discussed in previous years:
(1) physical access (PA) for replay attacks, (2) logical access
(LA) for spoofed speech generated by text-to-speech (TTS) syn-
thesis and/or voice conversion (VC) attacks, and (3) deepfake
(DF) for strongly compressed LA attacks.

This year’s ASVspoof 5 [8] involves two tracks. Track 1,
like in previous years, involves conventional deepfake detection
that discriminates bona fide speech from spoofed speech. For
the main discussed spoofing scenario, ASVspoof 5 combined
LA and DF based on advanced TTS/VC systems and introduced
adversarial attacks (specifically focusing on Malafide [9] and its
upgraded version Malacopula [10]) to the unseen evaluation set.
Track 2 in ASVspoof 5 merged with the spoofing-robust auto-
matic speaker verification (SASV) [11] 2022 challenge, with a
newly defined task-agnostic metric, a-DCF [12]. Conveniently,
newly proposed score fusion based on a non-linear combina-
tion of CM and ASV log-likelihood ratios (LLRs) after score
calibration [13] and a single integrated system based on SKA-
TDNN [14] are provided as baselines. The challenge also de-
fines two conditions in each track - close and open - depending
on whether it is allowed to use external data.

For track 1 close condition, we followed top-ranked teams
from previous years and utilized ResNet18 as our submitted
system. Furthermore, we explored the influence of training with

speaker labels in combination with spoofed/bona fide labels. As
for the open condition, given the promising performance of SSL
models for spoof detection [15, 16, 17], we compared different
SSL models as front-end. We utilized our previously proposed
Multi-head Factorized Attentive Pooling (MHFA) [18] to effi-
ciently aggregate information from transformer layers through
an attention mechanism, which showed superior results com-
pared to a simple pooling layer.

For track 2, there are two common approaches: (1)
score/embedding fusion [19, 20] between two independent ASV
and CM, or (2) a single integrating model [21, 22] that opti-
mizes ASV and CM simultaneously. Among these, score fu-
sion is more widely used as it is more intuitive and makes the
model decision more explainable. Most existing score fusion
studies focus on simple score summation. However, in order to
take a decision that minimizes the expected cost for a trial, a
non-linear combination of the CM and ASV is necessary [13].
In this work, we provide a more general treatment of the SASV
scoring problem. We derive the general SASV LLR and show
that the optimal SASV decision for any choice of cost param-
eters can be taken from the SASV LLR where the priors have
been replaced by effective priors, which are obtained by absorb-
ing the costs of various incorrect decisions into the original pri-
ors. We then use these results to jointly optimize the calibration
of the CM and ASV scores to provide an accurate SASV LLR.

2. System for track 1 deepfake detection
2.1. Task and database

Track 1 of ASVspoof 5 focuses on the stand-alone speech
deepfake detection task, distinguishing bona fide samples from
spoofed ones, just like in previous competitions [4, 5, 6, 7].

The data of this challenge were collected during ASVspoof
5 Phase 1. The overall dataset is based on the Multilingual
Librispeech (MLS) dataset (English-language subset) [23], and
synthetic data are collected from community volunteers. Eight,
eight, and sixteen spoofing attacks are considered for training,
development, and evaluation sets, respectively. There are 400
and 785 speakers involved in the training and development set
respectively. To measure the performance of deepfake detec-
tion, the minimum detection cost function (minDCF), the cost
of log-likelihood ratio (Cllr) [24], and the equal error rate (EER)
are considered in track 1 of the challenge. More details can be
found in the summary paper of the challenge [8].

2.2. ResNet18 for the closed condition

2.2.1. Details of the system

For the closed condition, we chose ResNet18 [25] as our system
with MUSAN [26] noise subset and room impulse responses for
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data augmentation, as it is the most used system by top-ranked
teams in the previous years [27]. We use 80-dimensional Mel-
filterbank with a window length of 25 ms and a frame shift of
10 ms. After extracting embedding from ResNet18, we use the
temporal statistics pooling layer, a linear layer with 256 units, a
ReLU activation function, a batch normalization layer, and an-
other linear layer with softmax activation for calculating cross-
entropy loss with K-class classification. The Likelihoods for
bonafide/spoof were computed by summing the likelihoods over
speakers and spoof types where applicable, after which the LLR
were computed. This approach may not be ideal but due to time
constraints we did not explore alternative approaches. In the
next subsection, we will analyze different K based on whether
and how we utilize speaker information for classification.

2.2.2. Comparison on different labeling schemes

To explore whether speaker information could help deepfake
detection in the ASVspoof 5 challenge, we analyzed differ-
ent label schemes considering different speaker identity and
bona fide/spoof classes in this subsection. This is moti-
vated by conflicting conclusions in existing studies. Some
studies propose that simultaneously optimizing speaker clas-
sification and deepfake detection would enhance the robust-
ness of deepfake detection [28]. Whereas others claim that
reducing speaker variability would be beneficial for deep-
fake detection [29]. We examined five types of labeling
schemes based on ResNet18 introduced in the previous subsec-
tion. Three (spk-binspf, spk-mulspf, spk-onespf)
of these schemes include speaker identity, while the other two
(mulspf, binspf) focus on bona fide/spoof(s) classification,
as shown below. The numbers of classes K for each are an-
notated, given there are four hundred speakers, eight different
spoofing methods (A01 ∼ A08), and one bona fide in the train-
ing set.
• spk-binspf (K = 800): The label is a combination of

speaker ID and bona fide/spoof,
• spk-mulspf (K = 3600): The label is a combination of

speaker ID and bona fide/A01/.../A08,
• spk-onespf (K = 401): The label is speaker ID in case of

bona fide, else “spoof,”
• mulspf (K = 9): The label is bona fide/A01/.../A08,
• binspf (K = 2): The label is bona fide/spoof, the same as

in common deepfake detection.
Results using the above five label schemes on the develop-

ment set of track 1 are shown in Table 1, and visualization of
their embedding spaces by UMAP [30] are shown in Figure 1.

First, we focus on the training set regarding the seen sce-
nario to discuss three questions:
(1) Should we consider speaker information for spoofed
speech? Figure 1 (a) to (c) show the models considering speaker
ID. In the (a) spk-binspf and (b) spk-mulspf, which treat
spoofing methods for each speaker as independent classes, we
observe that although some bona fide samples are clustered in
the center, most samples are mixed and difficult to distinguish.
In (c) spk-onespf, after we integrate all spoofed samples as
a single spoof class without considering “spoofed” speaker in-
formation, the spoofed speech begins to distinguish from bona
fide speech. This model achieves the lowest EER and promis-
ing minDCF compared with other models. This hints that it is
challenging to train the model when assigning speaker ID to the
spoofed speech. This could be due to the reduced number of
samples for each class or the confusion introduced by speaker
information for spoofed speech.

Table 1: Results of ResNet18 with different label schemes on
the development set of track 1.

ID Model minDCF EER (%) Cllr actDCF

1 spk-binspf 0.2401 13.640 2.6596 0.9349
2 spk-mulspf 0.2708 13.818 0.7985 0.6129
3 spk-onespf 0.1624 11.891 3.1482 0.7794
4 mulspf 0.1811 12.456 5.4365 0.9978
5 binspf 0.1374 12.156 2.6360 0.6720

(2) Should we consider speaker information for bona fide
speech? Visualization on comparing Figure 1 (b) vs. (d), and
(c) vs. (e) shows that when we remove speaker information and
focus on deepfake detection as in (d) and (e), the samples are
more clustered according to their bona fide/spoof labels. This is
understandable, as the models in (b) and (c) contain speaker in-
formation, and the differences between speaker characteristics
might be larger than the differences between spoofed and bona
fide samples, which makes it difficult to learn how to distinguish
bona fide from spoof.
(3) Should we integrate different spoofing methods? Compar-
ing (d) and (e), we can observe that integrating different spoof-
ing methods as a single spoof class helps the model distinguish
spoofed samples from bona fide. Given that we didn’t treat dif-
ferent spoofing methods independently, it is understandable that
A01 to A06 are mixed. Notably, A07 and A08 are still well dis-
tinguished from others even though they are trained under the
same label. Similar observations can be found in (c-d). This
is acceptable, as A07 is generated by FastPitch [31] and A08
is generated by VITS [32], which are different compared to the
other six spoofing methods based on GlowTTS and GradTTS.

Next, we move to the development set, which contains un-
seen spoofing methods and disjoint speakers. Across all five
label schemes in Figure 1 (a-e), we observe that A11 (Tacotron
2 [33]), A13 (StarGANv2-VC [34]) and A14 (YourTTS [35])
are well distinguished in all label schemes compared with other
spoofing methods. This could be because A11, A13, and A14
utilized similar or the same components with spoofing meth-
ods that the model encountered during training. For exam-
ple, Tacotron2 technology applied in A11 is also utilized by
A07 (FastPitch [31]) to estimate the duration of the input sym-
bols. YourTTS used in A14 is built based upon VITS [32]
that is applied by A08 of the training set. This shows that the
model is still limited to the seen scenarios, and its performance
is restricted by the degree of mismatch from the training set.
Meanwhile, A12 (In-house unit-selection) [8] is difficult to dis-
tinguish from the bona fide, which is understandable as unit-
selection selecting segments from bona fide utterances to con-
sist the desired spoofed speech, and it is unseen during train-
ing. More robust technology for detecting such unit-selection
attacks is worth exploring in future work. Additionally, explor-
ing adaptation methods to handle mismatched scenarios more
effectively is essential for future research.

Finally, we submit the system 5 (ResNet18-binspf) that
uses bona fide/spoof classes as our final system for the track 1 -
close condition. It achieves minDCF=0.5809, actDCF=0.8537,
Cllr= 4.0994, and EER=23.34% in the evaluation set.

2.3. Pretrained SSL with MHFA for the open condition

SSL models have attracted attention in the deepfake speech de-
tection area due to their promising performance [15, 16, 17].
Therefore, we used pretrained SSL models as our CM system
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Figure 1: Embedding space of different label schemes.

submitted to track 1-open.

Specifically, we compared different pretrained SSL models
including Wav2vec2 model [36], WavLM model [37], Hubert
[38], and data2vec [39] as shown in Table 2. All SSL models are
in their Base version given the prohibition using of LibriLight in
ASVspoof challenge [8]. In addition, when we aggregated hid-
den features extracted from transformer layers of SSL models,
we compared learnable weighted sum [40] with average pooling

(AP) vs. MHFA [18]. MHFA is our recently proposed pooling
method that utilizes two sets of normalized layer-wise weights
to generate attention maps and compressed features. We fol-
lowed the configuration from our previous paper [18] with the
number of heads set as 64. During training, only the parameters
of MHFA while keeping SSL models frozen. No data augmen-
tation was applied in these experiments. Results are shown in
Table 2.
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Table 2: Performances of pretrained SSL models (Base ver-
sions) on the development set of Track 1-open condition.

ID Model minDCF EER (%) Cllr actDCF

1 Wav2vec2 + AP 0.1312 5.094 0.2924 0.1674
2 Wav2vec2 + MHFA 0.0848 3.300 0.5876 0.1097
3 HuBERT + MHFA 0.2497 11.164 0.8306 1.0000
4 WavLM + MHFA 0.1400 6.881 0.8268 1.0000
5 Data2vec + MHFA 0.2231 8.400 0.8067 0.2724

6 Fusion 2 + 4 0.0763 2.974 0.87861 1.0000
7 Fusion 6 + ResNet18 0.0693 3.048 0.90159 1.0000

Comparing systems 1 and 2, MHFA outperformed simple
AP. Comparing 2 ∼ 5, Wav2vec2 and WavLM achieve better
performance. Thus, we submitted the system 7 – equal weight
averaging of max-min normalized prediction scores from sys-
tems 2, 4 from Table 2 and system 5 from Table 1. The
fused system 7 achieves minDCF=0.2573, actDCF=1.0000,
Cllr=0.9955, EER=9.28% in the evaluation set.

3. System for track 2
3.1. Task and database

Track 2 of ASVspoof 5 involves a spoofing-robust automatic
speaker verification (SASV) task [11]. This is a newly intro-
duced track that has emerged in recent years, aiming to inte-
grate ASV and CM systems and accepting the speech only if
it is spoken by the bona fide target speaker. The training and
development sets are the same as in track 1 with the additional
well-known Voxceleb2 [41] database from the speaker verifica-
tion field. Voxceleb2 provided 5,994 speakers for training. For
measuring performance, different from the SASV 2022 [11],
which utilizes SASV-EER as the main metric, this year’s chal-
lenge uses the newly introduced min a-DCF [12] as the primary
metric, with min t-DCF [42] and t-EER [43] as the supplement
metrics. More details can be found in the summary paper of the
challenge [8].

3.2. ASV systems

We based our ASV systems on the ResNet architecture by fol-
lowing the exact recipes with the Voxceleb dataset from the We-
speaker toolkit1 [44] while omitting speech and music parts
from the MUSAN data that were not allowed to be used in
the challenge. We experimented on ResNet34, ResNet101,
and ResNet221 with Additive Angular Margin (AAM) softmax
loss. We compared models w/ and w/o large margin fine-tuning.
As enrollment embeddings, we used the average embedding
from multiple enrollment utterances. We also analyzed nor-
malizing extracted embeddings by subtracting the mean of the
ASVspoof5 train set/voxceleb2 dev set. For scoring, we used
simple cosine similarity. The results are shown in Table 3.

3.3. Spoofing-robust automatic speaker verification system

Our SASV system is based on combining the CM LLR and the
ASV LLR into a SASV LLR, i.e., the LLR for the hypotheses

• HA (Accept hypothesis): The speech is bona fide and
from the target speaker.

• HR (Reject hypothesis): HA is not true.

1https://github.com/wenet-e2e/wespeaker

Table 3: EERs (%) of ASV systems on the development set of
Track 2.

ID Model Large Margin Mean Norm. EER (%)

1 ResNet34 ✓ - 5.935
2 ResNet34 ✓ ASVspoof5 train 5.605
3 ResNet34 ✓ Voxceleb2 dev. 5.952
4 ResNet34 - ASVspoof5 train 5.464
5 ResNet101 - ASVspoof5 train 5.233
6 ResNet221 - ASVspoof5 train 5.101

Since for binary decision problems, the optimal decision can
be taken from the LLR, this is the optimal score for a SASV
system. Under some assumptions, the SASV LLR can be com-
puted from the LLR of the CM system, the LLR of the ASV sys-
tem, and the priors of the cost parameters. The formula for the
resulting SASV LLR has been provided before, e.g., in [13] and
[45]. Here, we present a slightly more general form of the LLR
and introduce the concept of effective priors for the SASV task,
inspired by this concept in speaker verification [46]. The use
of effective priors shows how to make optimal decisions in the
scenarios where the different types of false accept have different
costs, which is not the case in this evaluation2 but may be use-
ful in other scenarios and, more importantly for this evaluation,
enables us to do fusion/calibration using logistic regression.

The details of our approach are provided in the following
subsections. We denote the speech X and the properties of the
speech as follows:
• B: speech is bona fide
• S: speech is spoofed
• T : speech is from the target speaker
• N : speech is not from the target speaker

where B and S are disjoint and T and N are disjoint. Note
that HA = (B, T ) and HR is the union of (B,N), (S, T ) and
(S,N)3.

3.3.1. Optimal scores and decisions

Given some speech data, X , the expected cost of rejecting a trial
is CmissP (HA|X), where Cmiss is the cost of false rejection. If
the cost of incorrectly accepting a spoofed utterance, Cfa,spoof ,
and incorrectly accepting an impostor, Cfa,imp

4, is the same (as
is the case in ASVspoof 5), the expected cost of accepting a trial
is CfaP (HR|X), where Cfa = Cfa,spoof = Cfa,imp. The prob-
lem is then a standard binary decision theory problem for which
the optimal decision is to accept if (see e.g. the BOSARIS
toolkit manual [46])

CmissP (HA|X)

CfaP (HR|X)
=

CmissP (X|HA)P (HA)

CfaP (X|HR)P (HR)
> 1

⇔ log
P (X|HA)

P (X|HR)
> log

Cfa

Cmiss
− log

P (HA)

P (HR)
. (1)

Although the evaluation plan did not explicitly ask participants
to provide LLRs for track 2, the above shows that using LLRs

2Both false acceptance of an impostor (ASV false accept) and false
acceptance of spoofed speech (CM false accept) have cost 10 in this
evaluation.

3When we refer to spoofed speech from a target/non-target speaker,
we mean spoofed speech with simulated characteristics similar to those
of the true target/non-target speaker.

4Note that in the ASVspoof 5 evaluation plan, this is denoted Cfa.
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and an appropriate threshold leads to optimal decisions.5

3.3.2. LLR

The LLR is given by

log
P (X|HA)

P (X|HR)

= log
P (X|B, T )

P (X|B,N)pBN + P (X|S, T )pST + P (X|S,N)pSN

= − log
P (X|B,N)pBN + P (X|S, T )pST + P (X|S,N)pSN

P (X|B, T )

= − log

(
P (X|B,N)

P (X|B, T )
pBN +

P (X|S, T )
P (X|B, T )

pST

+
P (X|S,N)

P (X|B, T )
pSN

)
, (2)

where
• pBN = P (B,N |HR)

• pST = P (S, T |HR)

• pSN = P (S,N |HR)

while pBT = P (B, T |HA) = 1 is kept implicit. The first term
after the final equal sign in Eq. (2) is just the inverted LLR for
ASV on bona fide speech and the second term is just the in-
verted speaker-dependent LLR for a CM. Our CM systems are
speaker-independent, which is incorrect according to the above
formula but hopefully a good enough approximation. Note that
the LLR depends on conditional priors, pBN, pST and pSN. This
is common to LLRs that are composed of several LLRs for sim-
pler subevents, see [47] and [48] for two other examples. In
many SASV scenarios (including the challenge if we under-
stand correctly), we do not expect spoofing of non-target speak-
ers, i.e., pSN = 0.

3.3.3. Effective priors

Analogously to common practice in ASV [46], it simplifies
matters to convert the cost parameters into an equivalent set
of costs parameters6 where Cmiss = Cfa,spoof = Cfa,imp =
Cfa,spoof,imp = 1 but where the priors are replaced with the
effective priors. With general costs, we shall accept the trial if

P (X|B, T )P (B, T )Cmiss

P (X|B,N)P (B,N)Cfa,imp

+P (X|S, T )P (S, T )Cfa,spoof

+ P (X|S,N)P (S,N)Cfa,spoof,imp

> 1. (3)

By dividing the numerator and denominator by

Z = P (B, T )Cmiss + P (B,N)Cfa,imp

+ P (S, T )Cfa,spoof + P (B,N)Cfa,spoof,imp, (4)

we obtain

P (X|B, T )P ′(B, T )

P (X|B,N)P ′(B,N)
+P (X|S, T )P ′(S, T )

+ P (X|S,N)P ′(S,N)

> 1, (5)

5Strictly speaking, we do not need to provide the threshold, and the
LLRs could be subjected to any monotonically rising function and still
be optimal for the challenge metric since it does not care about calibra-
tion.

6Contrary to Section 3.3.1, we here also include spoofed impostors.
The cost of false acceptance of such trials is denoted Cfa,spoof,imp.

where, e.g.,

P ′(B,N) = Cfa,impP (B,N)/Z, (6)

and the other effective priors, P ′(B, T ), P ′(S, T ) and
P ′(S,N) are defined similarly. This means that the decision
that is optimal according to Ineq. (5) is also optimal according
to Eq. (3) and vice versa. Thus, we can work with Cmiss =
Cfa,spoof = Cfa,imp = Cfa,spoof,imp = 1 and the original pri-
ors replaced by the effective priors, P ′(·, ·), when taking deci-
sions as well as when optimizing models for taking decisions
such as calibration and fusion models. In this way, we can han-
dle situations when originally, e.g., Cfa,spoof ̸= Cfa,imp. In the
case when Cfa,spoof = Cfa,imp, working with effective priors
is still helpful for training, e.g., calibration models (see the next
subsubsection).

3.3.4. Logistic regression based calibration/fusion

Let pSN = 0 and denote

llrcm(X) = log
P (X|B, T )

P (X|S, T ) (7)

and

llrasv(X) = log
P (X|B, T )

P (X|B,N)
, (8)

then

llrsasv(X) = log
P (X|HA)

P (X|HR)

= − log
(
p′BNe

−llrcm(X) + p′STe
−llrasv(X)

)
(9)

We note that although the primary metric, min a-DCF, is cali-
bration insensitive, i.e., it does not care whether the SASV LLR
is calibrated, proper calibration of the CM and ASV LLR is
still important for min a-DCF due to the complex relation be-
tween them and the SASV LLR given by Eq. (9). Calibrating
the raw CM and ASV LLRs (denoted llrrawasv and llrrawcm ) with
affine transformations, we obtain the corrected SASV LLR

llrsasv(X, ã0, ã1, c̃0, c̃1)

= − log
(
p′BNe

−c̃1llr
raw
cm (X)−c̃0 + p′STe

−ã1llr
raw
asv (X)−ã0

)
.

(10)

We then learn the calibration parameters ã0, ã1, c̃0 and c̃1
jointly with logistic regression with the three classes, (B, T ),
(B,N) and (S, T ), being weighted according to their effective
priors, i.e.,

ã0, ã1, c̃0, c̃1 =

arg min
a0,a1,
c0,c1

∑
D

P ′(D)

ND

ND∑
i=1

L(X,SD, a0, a1, c0, c1) (11)

where

L(X,SD, a0, a1, c0, c1)

= log
(
1 + e−SD(llrsasv(X,a0,a1,c0,c1)+τ)

)
, (12)

D = {(B, T ), (B,N), (S, T )}, ND is the number of trials for
class D,

SD =

{
1 for (B, T )

− 1 for (B,N) and (S, T )
(13)

28



Table 4: Impact of calibration for the SASV LLR of track 2
in terms of min a-DCF on the ASVspoof5 development set. No
calibration refers to combining the CM and ASV LLR according
Eq. (9), i.e., without any calibration and Calibration refers to
combining the CM and ASV LLR according Eq. (10) with the
calibration parameters optimized according to Eq. (12).

No calibration Calibration

0.17874 0.16854

Table 5: Results of various systems on the closed condition of
track 2 on the ASVspoof5 development set. The number under
the CM system heading refers to the ID in Table 1 and the num-
ber under the ASV system heading refers to the ID in Table 3.

CM system ASV system min a-DCF min t-DCF t-EER (%)

1 2 0.16854 0.35234 8.196
5 2 0.12696 0.20858 6.569
5 5 0.12529 0.20858 5.977
5 6 0.12527 0.20924 6.026

Table 6: Results of various systems on the open condition of
Track 2 on the ASVspoof5 development set. The number under
the CM system heading refers to the ID in Table 2 and the num-
ber under the ASV system heading refers to the ID in Table 3.

CM system ASV system min a-DCF min t-DCF t-EER (%)

2 6 0.04761 0.18886 2.514
7 6 0.07287 0.15573 2.026

and

τ = log
P ′(B, T )

P ′(B,N) + P ′(S, T )
. (14)

Logistic regression on LLR is a standard approach for calibra-
tion and fusion in speaker verification [49] which encourages
good calibration as well as discrimination.

3.3.5. Experiments

We implemented the logistic regression calibration in Py-
torch [50]. For optimization, we used its L-BFGS [51] opti-
mizer with default settings. The result using spk-binspf of
Track one as CM LLR and system 2 of Table 1 the ASV LLR
are presented in Table 4. We can see that the proposed calibra-
tion improves the min a-DCF with around 1% absolute. Due to
time constraints, we have not evaluated the effect of calibration
for systems other than spk-binspf, nor have we compared
it with alternative approaches for combining the CM and ASV
LLR. A brief discussion of some of the conceptual aspects is
provided in the next subsection while further experimental eval-
uations and analysis should be part of future work.

The results for the closed condition of track 2 are shown in
Table 5. Consistent with the results for track 1, we can see that
CM system 5 outperforms CM system 1. The ASV system has a
very minor impact on min a-DCF but a larger impact on t-EER.
For the closed condition of track 2, we submitted the system in
the last row. It achieves min a-DCF=0.389, min t-DCF=0.778,
t-EER=20.850% in the evaluation set.

The results for the open condition of track 2 are shown in
Table 6. Contrary to track 1, the fusion of several CM systems
did not improve in the primary metric for track 2. Due to limited
time, we did not explore this further and submitted the system in

the first row. It achieves min a-DCF=0.180, min t-DCF=0.543,
t-EER=8.390% in the evaluation set.

3.3.6. Discussion

Equation (9) is the same as [13] and [45]. In those papers, it was
suggested to tune p′BN and p′ST with a grid search. In addition,
discriminative calibration of the CM and ASV LLR was done
individually before combining them to form the SASV LLR in
[13]. In [45], both the ASV LLR and the CM LLR were es-
timated by a generative (Gaussian) fusion of the raw CM and
raw ASV scores. However we keep p′BN and p′ST as specified by
the cost parameters (the effective versions) and instead jointly
learn affine transformations of llrcm and llrasv that optimizes
the SASV LLR on the left side of Eq. (9). A few points can be
made:
• Most calibration methods rarely produce scores that are

well-calibrated at all operating points. Joint optimization of
the CM and ASV calibration should calibrate these LLRs to
be optimal for the operating point of the SASV task. This
speaks in favor of our proposed method.

• Tuning p′BN and p′ST corresponds to adjusting the offsets of
the CM and ASV LLR. This is less powerful than affine
transformations. However, individual precalibration of the
CM and ASV LLR followed by tuning of p′BN and p′ST for
the SASV as in [13] and [45] task could be sufficient.

• Tuning parameters with a grid search as in [13] and [45] al-
lows optimizing the performance of DCF at one specific op-
erating point. Since the DCF of one operating point is not
a continuous function, it cannot be optimized by gradient-
based methods such as L-BFGS.

• Logistic regression corresponds to optimizing the calibration
for a wide range of operating points instead of the one spec-
ified by DCF [24]. This could make the score less optimized
for the specific operating point but, on the other hand, reduce
the risk of overfitting to this specific operating point.

The pros and cons of different calibration/fusion methods need
to be analyzed in future work.

4. Conclusion
This paper described BUT systems and analyses for the
ASVspoof 5 challenge. For track 1, we constructed ResNet18
with analyses on different speaker and spoofing label schemes
for the close condition and pretrained SSL model with MHFA
for the open condition. For track 2, we defined SASV LLR
in a more general form with an introduced concept of effective
priors. Introducing effective priors enables optimal decision for
the SASV task regardless of cost parameters. It also enables cal-
ibrating SASV LLRs as well as evaluating the quality of such
LLRs with calibration sensitive metrics.
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