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1 Introduction to Cloud Computing

Cloud computing can be defined as a new style of computing in which dynamically scal-
able and often virtualised resources are provided as a services over the Internet. Cloud
computing has become a significant technology trend, and many experts expect that cloud
computing will reshape information technology (IT) processes and the IT marketplace.
With the cloud computing technology, users use a variety of devices, including PCs, lap-
tops, and smartphones to access programs, storage, and application-development platforms
over the Internet, via services offered by cloud computing providers. Advantages of the
cloud computing technology include cost savings, high availability, and easy-to-use scala-
bility. |1]

Over the past years, there has been increasing need for a ubiquitous provision of com-
puting resources. Historically, from a technological perspective, cloud computing started
to evolve from mainframe architectures where large mainframe computers provided com-
putation and storage services centrally at dedicated data-centres, through more distributed
and decentralized client-server architectures where specialized servers provided their ser-
vices via Internet, to personal computers that eventually become ubiquitous, small personal
devices. All these architectures made sense for particular use-cases and in their time, how-
ever, they suffered from many problems limiting their availability and possible applications.
The problems include the following:

e high maintenance/infrastructure costs — It was difficult to maintain hardware (HW)
and software (SW) of the mainframes or the servers and their client applications to
keep required quality of service according to service level agreements. For example,
high availability of critical services required expensive solutions such as redundant
systems, hot backups, spare preconfigured components, minimal or no downtime
(even for the maintenance), etc.

e low scalability /agility — User requirements and utilisation of HW and SW systems
typically change over time with emerging business needs. Ability to upscale the
systems with increasing requirements to keep the quality of service (such as response
time per request) or to downscale the systems to save utilised resources and reduce
costs is quite difficult and may not be economically or physically possible to do on
short notice and/or repeatedly.

e problematic out-sourcing — The out-sourcing of IT is quite common, not only for
the small and middle enterprises. However, in the case of existing HW and SW
solutions located in particular data centres, built on particular platform provided
by a particular vendor, or distributed and maintained in particular way, it may be
difficult to isolate these solutions and make them ready for their out-sourcing. Even
in the case of already outsourced IT solutions, it is usually quite expensive to move
them to different provider.

e unclear accounting — I'T departments are usually considered as cost centres provided
with a fixed annual budget for operating its infrastructure and providing services to
other departments. While the other departments consume the IT services to perform
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Figure 1.1: Grids and clouds overview (adopted from [2]).

their business and generate a profit, it is difficult to map the utilisation of I'T resources
through IT services to the organization profit and to prove that the IT resources are
providing value for the money that was spent.

These problems and others were addressed by various means, even before the era of cloud
computing. There were invested many efforts to distributed computing (that result into
Open MPI standard!), virtualisation (well-established closed- and open-source solutions),
virtual private networks (VPNs) (to connect local branches of organisations and make their
IT services available globally), etc. For example, grid computing, one of these historical
approaches proving that the cloud computing is not a completely new concept, tried to
reduce the cost of computing and increase reliability and flexibility by transforming com-
puters from something that we buy and operate ourselves to something that is operated
by a third party [2]. However, grid computing, cloud computing, as well as other similar
approaches differ in the scale and the focus as depicted in Figure 1.1. Moreover, all these
solutions require fast networking to be applied globally and since the Internet only started
to offer significant bandwidth in the nineties and later, cloud computing has not become
trend and widely adopted until the last 10 years.

1.1 Cloud Computing Terms

In 2011, National Institute of Standards and Technology (NIST) of United State Depart-
ment of Commerce published a definition of cloud computing [3] to characterize its impor-
tant aspects, to serve as a means for broad comparisons of cloud services and deployment
strategies, and to provide a baseline for discussion from what is cloud computing to how
to best use cloud computing. According to NIST [3], cloud computing is a model for en-
abling ubiquitous, convenient, on-demand network access to a shared pool of configurable
computing resources (e.g., networks, servers, storage, applications, and services) that can

"https://www.open-mpi.org/
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Figure 1.2: NIST definition of cloud computing (adopted from [4]).

be rapidly provisioned and released with minimal management effort or service provider
interaction.

As depicted in Figure 1.2, the cloud model is composed of five essential characteristics
(On-demand self-service, Broad network access, Resource pooling, Rapid elasticity, Mea-
sured service), three service models (Infrastructure as a Service, Platform as a Service,
Software as a Service), and four deployment models (Private cloud, Community cloud,
Public cloud, Hybrid cloud). In the following section, the essential characteristics, the
service models, and the deployment models will be described and discussed to establish
cloud computing terms for this document.

1.1.1 Essential Characteristics

The NIST definition of cloud computing [3] lists the following five essential characteristics:

e On-demand self-service — A consumer can unilaterally provision computing capa-
bilities, such as server time and network storage, as needed automatically without
requiring human interaction with each service provider.

e Broad network access — Capabilities are available over the network and accessed
through standard mechanisms that promote use by heterogeneous thin or thick client
platforms (e.g., mobile phones, tablets, laptops, and workstations).

e Resource pooling — The provider’s computing resources are pooled to serve multiple
consumers using a multi-tenant model, with different physical and virtual resources
dynamically assigned and reassigned according to consumer demand. There is a sense
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of location independence in that the customer generally has no control or knowledge
over the exact location of the provided resources but may be able to specify location
at a higher level of abstraction (e.g., country, state, or data-centre). Examples of
resources include storage, processing, memory, and network bandwidth.

e Rapid elasticity — Capabilities can be elastically provisioned and released, in some
cases automatically, to scale rapidly outward and inward commensurately with de-
mand. To the consumer, the capabilities available for provisioning often appear to
be unlimited and can be appropriated in any quantity at any time.

o Measured service — Cloud systems automatically control and optimize resource use by
leveraging a metering capability? at some level of abstraction appropriate to the type
of service (e.g., storage, processing, bandwidth, and active user accounts). Resource
usage can be monitored, controlled, verified, and reported, providing transparency
for both the provider and consumer of the utilised service.

From a technological point of view, there is yet another characteristic of cloud computing
— multi-tenancy. It is not the essential characteristic according to NIST, however, the multi-
tenancy is quite necessary to ensure required quality of service and provide basic security
in cloud. Cloud Security Alliance define the multi-tenancy as follows [5]:

o Multi-tenancy — In its simplest form, multi-tenancy implies use of same resources or
application by multiple consumers that may belong to same organization or different
organization. The impact of multi-tenancy is visibility of residual data or trace of
operations by other user or tenant. Multi-tenancy in cloud service models implies
a need for policy-driven enforcement, segmentation, isolation, governance, service
levels, and chargeback /billing models for different consumer constituencies.

1.1.2 Service Models

By NIST [3], the cloud computing can be categorized according to provided service to the
following:

e Software as a Service (SaaS) — The capability provided to the consumer is to use
the provider’s applications running on a cloud infrastructure®. The applications are
accessible from various client devices through either a thin client interface, such
as a web browser (e.g., web-based email), or a program interface. The consumer
does not manage or control the underlying cloud infrastructure including network,
servers, operating systems, storage, or even individual application capabilities, with
the possible exception of limited user-specific application configuration settings.

e Platform as a Service (PaaS) — The capability provided to the consumer is to deploy
onto the cloud infrastructure consumer-created or acquired applications created us-
ing programming languages, libraries, services, and tools supported by the provider.

2Typically this is done on a pay-per-use or charge-per-use basis.

3A cloud infrastructure is the collection of HW and SW that enables the five essential characteristics of
cloud computing. The cloud infrastructure can be viewed as containing both a physical layer and an
abstraction layer. The physical layer consists of the HW resources that are necessary to support the
cloud services being provided and typically includes server, storage, and network components. The
abstraction layer consists of the SW deployed across the physical layer, which manifests the essential
cloud characteristics. Conceptually the abstraction layer sits above the physical layer.

“This capability does not necessarily preclude the use of compatible programming languages, libraries,
services, and tools from other sources.
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Figure 1.3: Three cloud service models with provided services (adopted from [6]).

The consumer does not manage or control the underlying cloud infrastructure includ-
ing network, servers, operating systems, or storage, but has control over the deployed
applications and possibly configuration settings for the application-hosting environ-
ment.

e Infrastructure as a Service (laaS) — The capability provided to the consumer is to
provision processing, storage, networks, and other fundamental computing resources
where the consumer is able to deploy and run arbitrary SW, which can include op-
erating systems and applications. The consumer does not manage or control the
underlying cloud infrastructure but has control over operating systems, storage, and
deployed applications; and possibly limited control of selected networking compo-
nents (e.g., host firewalls).

The cloud service models encapsulate and publish various services (see Figure 1.3) in a
HW/SW stack, from low-level services to access provided HW and infrastructure resources
(native or virtualised) for system and network administrators in the case of laaS; through
operating system services, SW components and middleware for developers in the case
of PaaS; to ready-to-use applications and high-level application programming interfaces
(APIs) for end-users in the case of SaaS. In this layered stack of service models, each
service model inherits the capabilities of the service model below.

Besides the three service models above, that are known together as the SPI model (SPI),
there are many other models described in the literature, such as Network as a Service
(NaaS), Storage as a Service (StaaS), or Identity as a Service (IdaaS).
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Figure 1.4: The Jericho Forum Cloud Cube Model (adopted from [7]).

1.1.3 Deployment Models

NIST described four deployment models for cloud computing [3] dealing with possible
locations of the cloud:

e Private cloud — The cloud infrastructure is provisioned for exclusive use by a single
organization comprising multiple consumers (e.g., business units). It may be owned,
managed, and operated by the organization, a third party, or some combination of
them, and it may exist on or off premises.

o Community cloud — The cloud infrastructure is provisioned for exclusive use by a
specific community of consumers from organizations that have shared concerns (e.g.,
mission, security requirements, policy, and compliance considerations). It may be
owned, managed, and operated by one or more of the organizations in the community,
a third party, or some combination of them, and it may exist on or off premises.

e Public cloud — The cloud infrastructure is provisioned for open use by the general
public. It may be owned, managed, and operated by a business, academic, or gov-
ernment organization, or some combination of them. It exists on the premises of the
cloud provider.

e Hybrid cloud — The cloud infrastructure is a composition of two or more distinct
cloud infrastructures (private, community, or public) that remain unique entities,
but are bound together by standardized or proprietary technology that enables data
and application portability (e.g., cloud bursting for load balancing between clouds).

1.1.4 Cloud Cube Model (CCM)

In 2009, the Jericho Forum [7] identified four criteria to differentiate cloud formations from
each other and the manner of their provision. The Cloud Cube Model (CCM) is depicted
in Figure 1.4 and it summarizes these four dimensions as follows [7]:

e Internal (I) / External (E) dimension defines the physical location of the data in the
cloud, if it exists inside or outside the organization’s physical boundaries, respectively.



An example of the internal cloud would be a shared storage with virtualised hard
disks in an organization’s data centre, while the same storage in Amazon SC3 would
be an example of the external cloud.

e Proprietary (P) / Open (O) dimension defines the state of ownership of the cloud
technology, services, interfaces, etc. Proprietary means that a service provider is
keeping the means of provision under its ownership, while open means that there are
likely to be more suppliers of a non-proprietary technology. In the case of open cloud,
a customer will not be constrained in its ability to share data or applications and col-
laborate with selected parties using the same open technology. Therefore, the P/O di-
mension indicates the degree of interoperability, as well as enabling “data/application
transportability” between the current systems and other cloud forms, and the ability
to withdraw data from a cloud or to move it to another cloud without constraints.

e Perimeterised (Per) / De-perimeterised (D-p) Architectures dimension represents
the “architectural mindset” of the cloud solution where cloud access points are run-
ning inside or outside of an IT infrastructure perimeter of a customer organisation,
respectively.

The perimeterised cloud architecture implies continuing to operate within the tradi-
tional I'T perimeter. This is often signalled by “network firewalls” that control the
access to cloud services in the same way as in the case of non-cloud services running
inside a traditional, though virtual, perimeter of the organisation. In this case, the
organization’s perimeter is often simply extended into the external cloud comput-
ing domain using a VPN or a virtual server operating in the organisation’s Internet
Protocol (IP) domain, making use of its directory services to control access.

De-perimeterised cloud architecture assumes that the system perimeter is managed
by a cloud provider and the cloud services must be explicitly protected, which is much
more difficult (e.g., data would be encapsulated with meta-data and mechanisms
that would protect the data from inappropriate usage must exist). For example, an
early experience of using the external proprietary cloud form represented by Amazon
SC3 has involved a combination of perimeterised Amazon virtual servers and de-
perimeterised public data sets to create private results that are then repatriated to
the internal non-cloud environment.

e Insourced / Outsourced dimension describes who is managing delivery of the cloud
services utilised by an organisation. The services can be provided by the organisa-
tion’s staff under its full control, or by a contracted third party. This is primarily a
policy issue (i.e., a business decision, not a technical or architectural decision) which
must be embodied in a contract with the cloud provider. In the CCM diagram, this
fourth dimension is shown by two colours; any of the eight cloud forms (Per IP, 10,
EP, EO; and D-p IP, 10, EP, EO) can take either colour.

The CCM illustrates permutations of values in the dimensions above that are available in
cloud offerings today. The model presents possible values in the four criteria/dimensions
in order to differentiate cloud “formations” and the manner of their provision, and to
understand how cloud computing affects the way in which security might be approached
[5]. The security aspect of the cloud computing will be further discussed in Section 2.3.

The CCM is also utilised by [8] to review current cloud computing business models and
to present proposals on how organisations can achieve sustainability by adopting one of
the eight cloud computing business models with their known strengths and weaknesses (see
Figure 1.5):
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o Service Provider and Service Orientation — for external outsourced clouds providing
either of IaaS, PaaS, or SaaS solutions,

e Support and Services Contracts — for internal outsourced proprietary clouds covering
either of IaaS, PaaS, or SaaS services,

e In-House Private Clouds — for internal insourced perimeterised clouds implementing
the SaaS model,

e All-In-One Enterprise Cloud — for internal insourced perimeterised clouds combined
with completely outsourced cloud solutions to cover all service models,

o One-Stop Resources and Services — for external cloud solutions where both insourcing
and outsourcing is necessary, usually in the case of community clouds,

o Government Funding — for governmentally funded organisations utilising outsourced
proprietary clouds in private sector or insourced open cloud solutions in the case of
academic institutions,

e Venture Capitals — for private companies, usually start-ups, that utilise outsourced
proprietary clouds, external outsourced open clouds, or insourced open cloud solu-
tions,

e [Entertainment and Social Networking — for external outsourced de-perimeterised pro-
prietary clouds implementing SaaS service models.

The cloud computing business model above will be utilised in the comparison of available
cloud services in Chapter 3.

1.2 State of the Art of Cloud Computing and Future Trends

As stated in [1], cloud computing is a distributed computing paradigm that mixes aspects
of grid computing (“...HW and SW infrastructure that provides dependable, consistent,
pervasive, and inexpensive access to high-end computational capabilities” [9]), Internet
Computing (“. ..a computing platform geographically distributed across the Internet” [10]),
Utility computing (“a collection of technologies and business practices that enables com-
puting to be delivered seamlessly and reliably across multiple computers, ...available as
needed and billed according to usage, much like water and electricity are today” [11]),
Autonomic computing (“computing systems that can manage themselves given high-level
objectives from administrators” [12]), Edge computing (“. .. provides a generic template fa-
cility for any type of application to spread its execution across a dedicated grid, balancing
the load ...” [13]) and Green computing (from the assumption that energy costs of IT are
related to the environmental pollution [1]).

Because of these aspects of the cloud computing and tight bonds between cloud com-
puting and many other research fields and technologies, emerging topics of interests and
innovations in the related fields necessarily affect also the direction of cloud computing re-
search. In the following sections, two of the state-of-the-art approaches to cloud computing
in manufacturing industry will be described and possible future trends will be outlined.
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1.2.1 Edge Computing and Fog Computing

Our networking today is shaped by two obvious trends [14]:

o Cloud-based Internet — Cloud computing has already evolved as the key computing
infrastructure for Internet with full-fledged services encompassing not only contents
but also communications, applications, and commerce. As reported, around 90% of
global Internet users are now relying on the services provided by cloud, either directly
through consumer services or indirectly through their service provider’s reliance upon
different commercial clouds.

e Proliferation of mobile (edge) computing — Since 2011, the smartphone shipment
worldwide has overtook that of PCs. To date, the smartphone penetration in U.S.
has reached 80%. As predicted by Cisco, the average connected devices per person
will reach 6.58 in 2020. With various smart devices with strong computing and com-
munication power, a variety of mobile computing applications, e.g., virtual reality,
sensing, and navigation, have emerged and resulted in the fundamental changes in
the pattern that people live.

Fog computing is trying to merge the two trends above. Cloud services are moved closer
to their consumers by establishing network and mobile computing devices participating
in the cloud at the edge of network as providers of the individual cloud services (see Fig-
ure 1.6), while the core cloud computing technology provides shared services to support
the devices in accordance with objectives of the edge-centric computing [15]. In fog com-
puting [16], services can be hosted at end devices such as set-top-boxes or access points.
The infrastructure of this new distributed computing allows applications to run as close
as possible to sensed actionable and massive data, coming out of people, processes, and
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things. Such fog computing concept, actually a cloud computing close to the “ground”,
creates automated response that drives the value.

Fog computing was recently defined in [17] as a scenario where a huge number of hetero-
geneous (wireless and sometimes autonomous) ubiquitous and decentralised devices com-
municate and potentially cooperate among them and with the network to perform storage
and processing tasks without the intervention of third parties. These tasks can be for sup-
porting basic network functions or new services and applications that run in a sandboxed
environment. Users leasing part of their devices to host these services get incentives for
doing so.

As fog computing is implemented at the edge of the network, it provides low latency,
location awareness and improves quality of service (QoS) for streaming and real time ap-
plications. Moreover, this new infrastructure supports heterogeneity as fog devices include
end-user devices, access points, edge routers and switches. The fog paradigm is well posi-
tioned for real time Big data analytics, supports densely distributed data collection points
and provides advantages in entertainment, advertising, personal computing and other ap-
plications. [16]

Examples of Fog Computing

Typical examples of fog computing applications include industrial automation, transporta-
tion, and networks of sensors and actuators [16]. In these use-cases, fog computing and
cloud computing coexist in a symbiotic relationship. While local fog computing nodes
in factories, cars or smart-cities provide localization, therefore enabling low latency and
context awareness mentioned above, the cloud computing provides necessary global cen-
tralization [18].

In the first example of industrial automation, fog computing can be used in Industry 4.0
factories where it can effectively separate manufacture data in the nearest level in order to
save the speed of calculation, bandwidth, efficiency and support decentralization, so that
only useful data will be provided to control, analysis, and management levels [19].

In the second example, fog computing in transportation represents an ideal platform to
deliver a rich menu of services in infotainment, safety, traffic support, and analytics, as it
has a number of suitable attributes: geo-distribution (throughout cities and along roads),
mobility and location awareness, low latency, heterogeneity, and support for real-time
interactions such as in the case of a smart traffic light system in a smart city® [18].

Finally, the third example utilises fog computing in a smart grid where fog collectors at
the edge ingest the data generated by grid sensors and devices. Some of this data relates
to protection and control loops that require real-time processing (from milliseconds to sub
seconds). This first tier of the fog, designed for machine-to-machine interaction, collects,
processes the data, and issues control commands to the actuators. It also filters the data
to be consumed locally, and sends the rest to the higher tiers. The second and third tier
deal with visualization and reporting (human-to-machine interactions), as well as systems
and processes (machine-to-machine interactions). The time scales of these interactions,
all part of the fog, range from seconds to minutes (real-time analytics), and even days
(transactional analytics). As a result of this the fog must support several types of storage,
from ephemeral at the lowest tier to semi-permanent at the highest tier. We also note that

5The smart traffic light node interacts locally with a number of sensors, which detect the presence of
pedestrians and bikers, and measures the distance and speed of approaching vehicles. It also interacts
with neighbouring lights to coordinate the green traffic wave. Based on this information the smart light
sends warning signals to approaching vehicles, and even modifies its own cycle to prevent accidents.
18]
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the higher the tier, the wider the geographical coverage, and the longer the time scale. The
ultimate, global coverage is provided by the cloud, which is used as a repository for data
having a permanence of months and years, and which is the bases for business intelligence
analytics. This is the typical environment of reports and dashboards that display key
performance indicators. 18]

Related Concepts and Technologies

The examples of fog computing in the previous section mentioned three keywords repre-
senting future trends in fog computing: Industry 4.0, smart cities, and smart grids. There
are two technologies that significantly contribute to such application of fog computing:
Internet of Things (IoT) and software-defined network (SDN).

loT is a novel paradigm that is rapidly gaining ground in the scenario of modern wireless
telecommunications. The basic idea of this concept is the pervasive presence around us of a
variety of things or objects — such as Radio-frequency Identification (RFID) tags, sensors,
actuators, mobile phones, etc. — which, through unique addressing schemes, are able to
interact with each other and cooperate with their neighbours to reach common goals. [20]

SDN is a new networking architecture that is designed to use standardized API to quickly
allow network programmers to define and reconfigure the way data or resources are handled
within a network. The use of an API allows network applications (such as email systems,
cloud computing services, or telephony applications) to easily interface and reconfigure the
network and its components (such as switches, racks of servers, virtual machines, and other
end devices), or pull specific data, based on their particular requirements. [21]

1.2.2 Factory Cloud and Robot as a Service (RaaS)

Following the trend of the last years and also Industry 4.0 requirements, the factory of
the future will have to meet requirements for a fully customized production with lot size
one. Robots and machine tools thus need to be capable of fast reconfiguration. Acquisition
and analysis of all possible process data becomes necessary. All sensors, actuators, and
computing algorithms have to be connected together to achieve collection and usage of the
data. In order to cope with the modified infrastructure of production systems, the control
architecture of machines and robots will transform from a hierarchical to a flat and fully
meshed setup. The so-called cyber-physical production system (CPPS) [22] should then
be able to provide and use various services. [23]

Factory cloud consists of various cloud-based services of control systems as depicted in
Figure 1.7, from factory management enterprise resource planning (ERP), through man-
ufacturing execution system (MES) at the planning level, Supervisory Control and Data
Acquisition (SCADA) at the control station level, to field programmable logic controller
(PLC) at the cell level and computer numeric control (CNC) at the machine level. All
these control systems are modularized and interconnected and their services, publicly ac-
cessible in the factory cloud, must be orchestrated into business and factory production
processes. The integration of soft-PLC and robot controller (RC) into a real-time capable
virtual machine leads to a virtual programmable logic controller (VPLC) and a virtual
robot controller (VRC), respectively, as introduced in [23] and depicted in Figure 1.8.

Factory clouds have been typically implemented as private clouds because field-level
systems require low-latency connections for exact control of attached machines. However,
in the case of robots and their VRCs, it is suitable to publish their services globally and
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machine level

Figure 1.7: Modularization and virtualisation of factory control components (adopted from

[23]).

Figure 1.8: Factory cloud with interfaces to robots, machine tools and services (adopted
from [23]).
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Figure 1.9: Transferring motion functions from control cabinet to VRC depending on real-
time requirements (adopted from [23]).

make them accessible in a public cloud, e.g., to monitor production by available metrics
and produce and analyse corresponding key performance indicators (KPIs). In [24], a
concept of Robot as a Service (RaaS) is introduced to address the above mentioned issue.

The RaaS service model enforces the design and implementation of a robot or a device to
be an all-in-one service-oriented architecture (SOA) unit, that is, the unit includes services
for performing functionality, service broker for discovery and publishing, and applications
for client’s direct access. Contrary to previous designs of SOA robots where the robot is an
application that uses services from a remote back-end computer, RaaS concept gives the
robot unit much more power and capacity, so that it can qualify as a fully self-contained
cloud unit in the cloud computing environment. 24|

In 23], the authors split VRC into two cloud services to separate functions with low
real-time requirements from functions with high real-time requirements that are necessary
for position, speed, and current control of robotic devices. In this approach, a new VRC
implements cloud services for the functions with low real-time requirements, while the
functions with high real-time requirement are implemented as edge cloud services according
to the RaaS service model. In this way, the new VRC cloud services can be moved into
a public cloud and the original private cloud can be dynamically extended with public
resources as depicted in Figure 1.9.

1.2.3 Big Data, Fast Data, and Data as a Service (DaaS)

Data as a Service (DaaS) is a type of cloud computing services that provides data on
demand. A DaaS typically exposes its provided data to consumers through API, either
for the consumer to download or query data from different data assets. By using DaaS,
consumers do not need to fetch and store giant data assets and search for the required
information in the data asset. Instead, they simply find a suitable DaaS that provides the
data asset having the desired information and call the corresponding API to retrieve the
data. With recent developments in cloud computing, it has become easier to build DaaS
that provide bigger data assets at lower costs on the clouds. [25]

With fog computing, factory clouds, etc., amount of devices implementing their cloud
services that are able to act according to DaaS service model as data-sources is rapidly
increasing. Moreover, also another cloud services produce a large amount of data as their
results or values of their monitoring metrics. Finally, there is a lot of public and private
data-sources available in organisations as well as on the Internet that together contain a
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very large volumes of various data growing at an exponential rate. Such data are typically
heterogeneous, of multiple data types, and highly dynamic, and can be described as Big
data and their processing must be performed by specific Big data technologies. According
to [26], Big data technologies describe a new generation of technologies and architectures,
designed to economically extract value from very large volumes of a wide variety of data,
by enabling high-velocity capture, discovery, and/or analysis. Therefore, Big data can be
characterised by what is often referred to as a multi-V model according to [27]:

e Variety represents various data types of Big data that can be structured (with formal
schema and data models), unstructured (no pre-defined data model), semi-structured
(lacks a strict data model structure), or mixed (various types together).

o Velocity refers to the high rate at which the data is produced and processed.
o Volume defines the large amount of data.
o Veracity refers to how much the data can be trusted given the reliability of its source.

e Value corresponds the monetary worth that a company can derive from employing
Big data computing.

Considering data velocity, it is noticed that, to complicate matters further, data can
arrive and require processing at different speeds: in batches at given time intervals; in near
real-time at frequent small time intervals; in real-time with continuous input, processing,
and output; and in streams of data flows. Whilst for some applications, the arrival and
processing of data can be performed in batch, other analytics applications require con-
tinuous and real-time analyses, sometimes requiring immediate action upon processing of
incoming data streams. [27]

Big data with focus on velocity are known as Fast data, i.e., high-speed real-time and
near-real-time data streams. Prime examples include sensor data streams, real-time stock
market data, and social-media feeds such as Twitter, Facebook, YouTube, Foursquare,
and Flickr. Numerous applications must process Fast data, often with minimal latency
and high scalability, and common Big data processing approaches, such as MapReduce in
Apache Hadoop, may not be well suited for these applications. For example, an application
that monitors the Twitter Firehose for an ongoing earthquake may want to report relevant
information within a few seconds of when a tweet appears, and must handle drastic spikes
in the tweet volumes. [28§]

Big data processing must be done in distributed computing environments by parallel
algorithms to be able to address high velocity and volume characteristics of Big data.
Therefore, Big data processing is often performed in cloud computing, usually in TaaS
and PaaS service models where cloud providers offer distributed IT infrastructure (e.g.,
computation clusters) or services of Big data processing platforms such as Apache Hadoop
or Apache Storm. However, it is also possible to provide general or customised services for
Big data analytics in the SaaS service model. In these cases, there can emerge new “Big
Data ...as a Service” service models as depicted in Figure 1.10.

1.3 Cloud Computing in Practice

In past years, cloud computing has been a fast growing industry. There are many cloud
computing providers and another new providers are emerging with new topics to address
such as Big data, IoT, etc. The OpenCrowd Cloud Taxonomy [30] demonstrates cloud
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computing SW and solutions available today across laaS, PaaS, and SaaS service models
(see Figure 1.11). Thorough analysis and comparison of these cloud computing SW and
solutions will be subject of next chapters.



17

shiend

ARemaien |lew3
94N33S 181V

1807 M3y
paydwis
ynyo/qiuado
Anuap) Suld

ALRIND3S

UaASIRISND
s|3||eled
sddy a|8009
oyoz

ALIALLDNAOY¥d
doLisaa

ND8uuds
anrfaa.[a8pajmouy
SOUAX

X3U0dy
Suipueog
sfisend
SIUBWNIOQIAN

INIWIDOVYNYIN
1N3JnNd0oa

W0'310JS3|eS
SUBWSIANS
Apoex

FERLAY

POCTVINETTR
SJUSLUNDOPISN
UI0duUMOID
ND8uuds
Augepid

INIWIDVYNYIN
IN3ILNOD

1BN'2UNS LN
193YsHews
3IPPNH
e|quIassy
X3UOdY

LNINIDYNYIN
153foud

SADIAYIS T"WYMLIO0S

PRISpnoD
speysuado
Ajewoug
JuadAH

32ddng

U

smdAjeong

sdO a4eMINA
21807 ddy euis e

AN3IWIDVYNYIN
anom

wolS
auiyde1ds
Sid

ydepy
eleqoIysf
SHIOMUOLIOH
doopey
ulespLs
eJapnoD
sanhjeuy uendy

3DNA3F dYIN

AYMLI0S dNOT1D

IRISouHeIS Aysuadx3
eqes |
SI01.JSSINS prwesg
SWID! Kepxiopmy
Kepxiopy Ry
osjeL Jnduo)
SA2UNOSIY
NVWNNH STVIDNVYNIA
sdoann
W0>'3240)S9[eS
mowysry eJinoz
sAsuodsay 21pay
aumesed 2unosdo
AAINSIBN SWwalsAS eLy
YD ONITIg

ety

Sipay

gaonN

gao8uon

aaiuyul

Spieysga

gaysanod

XLSND

eipuesse)

e1eqUaIsy

ojnwndYy aydedy

viva

Ydomawelq
e1eQ WeLjom

(su0) SINY

Ellelelale)

eleq Jelo
J9sweleq

In3ig

SISaUly UozZewy
slesny

uoRIp3 pnoj) Uendy

ADINYIS V SY
vivaoiga

Iweung
212 MaN
snyeysud
RSN
smeispnop
oneey|
14enIsayo)
Jess
EleSIEN]

ANIWIDOVNYIN
ERINYEN

a1aymAuy ueiddy

Spped uonnjos
sees 2i8o7deus

diug

SIS

N[e12ig YOSOIN
uoJ|ised

PaUU0) axnosdo
|woog

puewaguo
3INIA 32N0SIINIAl

SOS uozewy

NOILVYDILNI

awiq

pno|> oyusoy
ejyeq pooo
2DIpU|
AUIMONd
eweloued
sonhjeuy 1307
sonhjeuy 2
sonhjeuy 6pnod
A3s1e15 001N

JDNADITTALNI
SSaNIsng

yysuado

onses[

PadUUO) sqe 9a8ung
peaHSoD)

uuope|d
SDINIBS INZY SIN

dwud

oldsen
SISOHdRse(3

plep auiSug
auiSu3 ddy 8|00
aseq||oy

a7 sddy 3|18y
Ww0>'32404

3S0dydNd TV¥IN3ID

S3JIAY3S NJO41V1d

pnojp Jews gl
UOIIRH dH

a)ndwo) pnop) simes
ALPIALI

Jlewens)

mu3

UINPNOJD WO SunsoH
sysoydnse;3

3lersixald

dnouo uoyely
suoneJa|ey Judkof
Ppno|D 0SSO\ ddedsyey
PHDOD Ued SAISS

203 uozewy

31NdNOD

enaz
28e1035 pno|) Jakepyos
a8e101s ondeuAs 1131y
38e10)s pnop) deusayy
210)5123[00 PNOP dH
Sg93 uozewy

9|qe8ig 3|8009

S4pNo|D) 0SSO adedsydey
SASS YOSODIN

g@ge|dwis uozewy

€S uozewy

I9VIOLS

SADIAYIS TANLONYLSVHANI

The Cloud Taxonomy by OpenCrowd (adopted from [30]).

Figure 1.11






2 Cloud Computing in Manufacturing
Industry

Cloud computing brings new opportunities to manufacturing industry. The manufactur-
ing organisations that successfully utilised modern technologies in production are ready to
adopt cloud computing technologies too and cloud computing is rapidly moving from early
adopters to mainstream organizations. Moreover, globalised manufacturing organisations
are starting to act according to Design Anywhere, Manufacture Anywhere (DAMA) phi-
losophy [31] which demands the ability to move their design and manufacturing facilities
at short notice to respond to changes in the market.

Adoption of the DAMA approach brings another reason for cloud computing because
where multiple sites are involved, the complexity of information management needed for
successful product introduction rises exponentially and there is special need for informa-
tion technology (IT) systems and infrastructure connecting various parts of the enter-
prise, such as manufacturing resource/requirements planning (MRP), enterprise resource
planning (ERP), engineering resources planning and customer relationship management
(CRM), as well as for vertical integration between their components as depicted in Fig-
ure 2.1.

Smart manufacturing with cloud computing and cloud manufacturing are two types
of cloud computing adoptions in the manufacturing sector [32]. The first one is manufac-
turing with direct adoption of some cloud computing technologies, where the adoption is
typically centred on the Business Process Management (BPM) applications such as HR,
CRM, and ERP functions, while the second one is the manufacturing version of cloud com-
puting. The cloud manufacturing (CMfg) is defined in [32] by mirroring National Institute
of Standards and Technology (NIST) cloud computing definition! of cloud computing as
“a model for enabling ubiquitous, convenient, on-demand network access to a shared pool
of configurable manufacturing resources (e.g., manufacturing software (SW) tools, manu-
facturing equipment, and manufacturing capabilities) that can be rapidly provisioned and
released with minimal management effort or service provider interaction.”

Contrary to the smart manufacturing with cloud computing, which usually provides
services in Software as a Service (SaaS) or Platform as a Service (PaaS) service models,
the CMfg is more technologically oriented and thus, it typically implements lower-level
service models such as PaaS or Infrastructure as a Service (IaaS). For an example of the
CMfg technologies see Section 1.2.2.

This chapter will discuss both smart manufacturing with cloud computing and CMfg
with focus on their applications in automotive and electronics industry.

2.1 Cloud Computing in Automotive/Electronics Industry

The globalisation of the electronics industry has brought many challenges for companies
that produce electronic products, not least of which is how to share information across

'The NIST definition of cloud computing is in Section 1.1.
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Figure 2.1: Structure of a system to implement the DAMA philosophy (adopted from [31]).

the enterprise and with design and manufacturing partners who may be located anywhere
across the globe in accordance with the DAMA philosophy. Without effective sharing of
information, the enterprise becomes confused, slow to respond and, ultimately, uncompet-
itive. Therefore, electronic product design and development cannot work in isolation. The
necessary links between component databases, bills of material, design tools, design pro-
cess management, mechanical design tools and product data are already complex. It is still
true that the communication between schematic and layout engineers are often imperfect;
the designers involved can be sitting at adjacent desks and passing scraps of paper to each
other. [31]

The similar reasoning as described above by [31] can be applied also in automotive
industry. Following automotive value chain with individual stages for design, supply, as-
sembly, retail, and after-market services, there are many opportunities for cloud computing
in automotive industry [33]. These opportunities, together with possible threats will be
discussed in the following sections. Before presenting the opportunities, it is necessary to
provide a critical review of recent development and future trends of cloud computing in the
automotive (and electronics) industry for both smart manufacturing with cloud computing
and CMfg.

2.1.1 Smart Manufacturing with Cloud Computing

The smart manufacturing with cloud computing is typically considered from business per-
spective as it utilises SaaS service providing ready-to-use solutions for enterprise manage-
ment or PaaS/IaaS services for better deployment of already existing technical solutions
such as enterprise information systems or individual databases, web presentations and
web /e-commerce portals for employees, business partners, and customers. From this busi-
ness perspective, organisations in the automotive or electronics industries need the same
cloud services as organisations outside of this fields — they require BPM applications such
as HR, CRM, and ERP functions. Moreover, there are special applications such as manu-
facturing planning, collaborative supply chain management, collaborative design systems,
simulation tools, etc.

The cloud computing can bring the following technologies that help to meet the business
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requirements:

Business Process Management (BPM) — SaaS

Large companies as well as advanced SMEs have to monitor and control their business
processes. A BPM system typically helps to manage a business structure of an organi-
sations and control consistency and security of business processes for their participants.
BPM applications include CRM, workforce performance management (WPM), ERP, busi-
ness activity monitoring (BAM), e-commerce portals and others. In cloud, BPM systems
are usually provided as SaaS which enhances flexibility, deploy-ability and affordability
for complex enterprise applications [34]. In many cases, the moving of BPM into cloud
as SaaS may enable better monitoring and control of managed business processes and
increase re-usability of business processes and their fragments. BPM in the cloud can
help the enterprises to maximize their profits, or to introduce new intelligent/innovative
business processes. For example, the introduction of situational business processes [35]
helps to adapt the enterprises to completely new business situations: new initiatives, new
campaigns, and new projects.

Examples of BPM in cloud can be IBM BPM on Cloud?, NetSuite services®, or Sales-

force?.

Data Migration and Load Balancing — PaaS/laaS

The issue of distributing information to web users in an efficient and cost-effective manner
is a challenging problem, especially, under the increasing requirements emerging from a
variety of modern applications, e.g., voice-over-Internet Protocol (IP), and streaming me-
dia. More and more applications (such as e-commerce) are relying on the Web but with
high sensitivity to delays. A delay even of a few milliseconds in a Web server content
may be intolerable. Content distribution networks (CDNs) have been proposed to meet
such challenges by providing a scalable and cost-effective mechanism for accelerating the
delivery of the Web content [36].

While CDNs can be considered as PaaS/IaaS cloud services, data migration to cloud
requires more advanced services that ensure the following goals [34]:

e No data loss: The system must ensure with a high probability that data will not be
lost permanently.

e High availability: Data must be available to users/owners when they want the data
with a reasonably high probability, though some occasional temporary outages are
acceptable.

e High performance: The system should not perform significantly worse than the cur-
rent usual alternatives notably NFS.

e Scalability: The system must scale to large numbers of clients, large numbers of
storage “nodes”, large aggregate storage spaces, etc.

e (Cost efficiency: Since there are existing solutions to buy large, reliable storage, the
system must be inexpensive in hardware (HW), SW, and maintenance.

*https://www.bpm.ibmcloud. com/
3http://www.netsuite.com/
‘https://www.salesforce.com/eu/
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e Security: The system must be able to match the confidentiality, data integrity, and
authorization standards expected by users. This is particularly challenging given
that data will be stored on the remote machines of cloud providers.

The most of these goals are met by popular vendors of Storage as a Service (StaaS)
services that can be categorised under the PaaS model. However, in some cases, such as
for the security goal, it may be necessary for an enterprise organisation to deploy their
own virtualised SW stacks into cloud under TaaS services (the security concerns will be
discussed in more details in Section 2.3). Actually, StaaS and CDNs can be suitable also in
the cases of custom solutions running on TaaS services, to add load-balancing and failover
due to the limited resources, failures, operation maintenance downtimes, etc.

An example of CDNs solution can be Akamai® or Amazon CloudFront®. In the case of
Saa$S, popular cloud service providers are Amazon Simple Storage Service (S3)7 or Google
Cloud Storage®.

Virtualisation — PaaS/laaS

Virtualisation refers to the abstraction of logical resources away from their underlying
physical resources in order to improve agility, flexibility, reduce costs and, thus, enhance
business value. Handling a number of virtualisation machines on the top of operating
systems and evaluating, testing servers and deployment to the targets are some of the
important concerns of virtualisation. The basic elements of the hyper-visor include central
processing unit (CPU), memory management, and input/output (I/O) which provide the
greatest performance, reliability and compatibility. Virtualisation in the cloud includes
server virtualisation, client/desktop/application virtualisation, storage virtualisation by
Storage Area Network (SAN), network virtualisation by virtual private network (VPN)
and software-defined network (SDN), and service/application infrastructure virtualisation.
Virtualisation is therefore well suited to a dynamic cloud infrastructure, because it provides
important advantages in sharing of cloud facilities, managing of complex systems as well
as isolation of data/application. Additionally, the significant idea is to ensure whether
the data centres are locked or not into a particular operating system environment through
their choice of a virtualisation. [36]

For enterprise organisations, the virtualisation is probably the most interesting feature of
cloud computing, as it allows them to easily move their existing “legacy” systems into cloud,
allow better scalability and reduce costs for HW (and system SW) maintenance. This is
suitable especially for manufacturing industry where many legacy systems usually exist that
cannot be replaced or reimplemented for various reasons (due to licences, proprietary parts,
dependencies on third-party business/government systems, deprecated technologies, high
costs, etc.). In many cases, such systems can be moved without any further modifications
into virtualised environments on the assumption that the virtualisation sufficiently emulate
the original native run-time environment of the migrated systems.

From the point of view of a user of cloud services, the virtualisation can be provided
as either PaaS or laaS solution. In the case of PaaS, a cloud provides individual virtual
SW components that can be used to build the virtualised systems (e.g., a virtual Apache
HTTP Server or a virtual MySQL/Oracle database that behave the same way as their

*https://www.akamai.com/
Shttps://aws.amazon.com/cloudfront/
"https://aws.amazon.com/s3/
®https://cloud.google.com/storage/
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physical instances). In the case of IaaS, the virtualisation is done at HW or operating-
system level where the virtualised system is deployed or installed, respectively, in the same
way as for physical HW or physical installation of the operating system. An example of the
PaaS-type virtualisation can be Heroku Cloud Application Platform?, while the IaaS-type
virtualisation would be Amazon Elastic Compute Cloud (EC2)!°.

Monitoring and Big Data Analytics — SaaS/Paa$S

According to McKinsey&Company, manufacturing is already an intensive user of Big data.
Massive data sets are used to discover new patterns, perform simulations, and manage
complex systems in real-time. Manufacturing stores more data than any other sector — an
estimated two exabytes in 2010. By enabling more sophisticated simulations that discover
glitches at an early stage, Big data has helped Toyota, Fiat, and Nissan cut the time needed
to develop new models by 30 to 50%. [37]

In modern manufacturing industry, data are generated by monitoring of machines and
devices, cloud-based solutions, business management, etc., and these data need to be pro-
cessed in real-time as well as stored for further analyses. Besides cloud computing solutions
for BPM, data storage, virtualisation, etc. as described above, Big data require specific
techniques and methods for their storage, processing, analysis. There are cloud comput-
ing service models particularly focused on Big data, as it was described in Section 1.2.3,
however, Big data analytics in manufacturing industry has its particular goals and appli-
cations, such as virtual factory (VF) for a simulation of a real factory, or prognostics and
health management (PHM) of cyber-physical systems—production machines. Moreover,
there are Big data from business and production process monitoring that are processed for
BAM and for decision-making by human operators of rules engines to optimize production.

Virtual factory (VF) is described in [38] in four dimensions as:

o A simulation of a real factory for simulated networked planning and control of pro-
duction processes with the aid of digital models, which has been adopted by many
manufacturing companies. For example, Ford Motor Company has implemented
its virtual factory systems of European facilities to improve assembly-line efficiency
by previewing and optimizing systems using simulations and virtual environments,
or Volvo Group Global has developed tools to create virtual factories to validate
changes before they are introduced into an actual plant. Decision makers can run
several thousands of simulations of different concepts to evaluate process flows, robots
movement, and people’s risks and stress before the plant is built.

e A wvirtual organization defined as linking multiple real factories at different locations
in a network for manufacturing a product for joint process monitoring, problem iden-
tification and solving, and performance metrics communication and sharing among
participating companies of a virtual factory.

o A wirtual reality representation as a 3D environment that is designed for simulation,
visualization, communication, and collaboration using networked, real-time 3D and
2D information for the factory and its processes. The 3D representation can be
used to perform process monitoring, virtual inspections, inventory tracking, customer
tours, education, and training, to access information such as design drawings, process
plans, process and equipment statistics, and other manufacturing knowledge.

“https://www.heroku.com/
Ohttps://aws.amazon. com/ec2/
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o An emulation facility for safe simulations of real-world production processes, espe-
cially of experimental modifications of their production activities, using discrete event
simulation (DES) modelling of the activities in a virtual factory with data provided
by real-world sensors and the processes controlled by real-world control systems.

Software for product, process, and system design, simulation, and visualization in a
virtual factory is provided by major vendors of factory automation such as Dassault Sys-
temes'!, Siemens PLM'2, and PTC!3.

Prognostics and health management (PHM) provides insights into future equipment
performance and estimation of the time to failure of machines in manufacturing, to reduce
the impacts of these uncertainties, and give users the opportunity to proactively implement
solutions to prevent performance loss of the manufacturing system [39]. According to [40],
an algorithm has to be established to track the changes of a machine status, infer additional
knowledge from historical information, apply peer-to-peer comparison and pass the outputs
to the next level. The change of a machine status can be defined as a dramatic variation
in machine health value, a maintenance action, or a change in the working regime.

During the life cycle of a machine (an asset), snapshots of the machine status are accu-
mulated and used to construct the time-machine history which will be used for peer-to-peer
comparison between machines. Then, a pattern matching algorithin is used to look back
in historical time machine records to calculate the similarity of current machine behaviour
with former assets utilisation and health. Finally, predicting remaining useful life of assets
helps to maintain just-in-time maintenance strategy in manufacturing plant. In addition,
life prediction along with historical time machine records can be used to improve the asset
utilisation efficiency based on its current health status. Historical utilisation patterns of
similar asset at various health stages provide required information to simulate possible
future utilisation scenarios and their outcome for the target asset. Among those scenarios,
the most efficient and yet productive utilisation pattern can be implemented for the target
asset. |40]

2.1.2 Cloud Manufacturing

According to [41], the CMfg is based on the idea of Manufacturing as a Service (MaaS),
which is the seamless and convenient sharing of a variety of different kinds of distributed
manufacturing resources as services, for all phases of a product development life-cycle.
There are mainly three types of participants or users in a CMfg system: (1) a consumer
with a manufacturing demand, (2) a provider with resources to satisfy this demand, or
parts of it, and (3) an operator in between, orchestrating the organisation of demands and
available resources, for a successful match between demands and resources. The provider’s
resources in CMfg are of two types: physical manufacturing resources and manufacturing
capabilities (sometimes also referred to as “abilities”).

Physical resources can be either hard (such as manufacturing equipment, computers,
networks, servers, materials, facilities for transportation and storage, etc.) or soft (e.g.
applications, product design and simulation SW, analysis tools, models, data, standards,
human resources such as personnel of different professions and their knowledge, skill, and
experience, etc.). Manufacturing capabilities are intangible and dynamic resources that
represent an organisation’s capability of undertaking a specific task or operation with

"https://www.3ds.com/
2https://www.plm.automation.siemens.com/
Bhttps://wuw.ptc.com/
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Figure 2.2: Cloud manufacturing (CMfg) concept architecture (adopted from [41]).

competence, using physical resources (e.g. performing product designs, simulations, man-
ufacturing, management, maintenance, communication, etc.). It is the manufacturing ca-
pabilities that determine whether the requirements can be achieved by the manufacturing
resources during product development. Both manufacturing resources and capabilities are
virtualised and encapsulated as CMfg services, which are on-demand, configurable, and
self-contained services, to fulfil a consumer’s needs. Manufacturing SW, applications, and
infrastructures can thus be provided as services in CMfg, in a similar manner as computing
resources are being provisioned in different structures in comparison criteria (CC) [41].

Above the physical manufacturing resources and the manufacturing capabilities, there
is a CMfg platform with several layers responsible for their sensing (discovery and connec-
tion), virtualisation (providing them with interfaces), management (encapsulating them as
cloud services), aggregation and composition (into manufacturing services in the cloud),
and publishing to consumers. For all these layers, security enforcement, knowledge sharing
and management, and communication must be ensured by supporting layers, as depicted
in Figure 2.2.

Nowadays, CMfg is the subject of ongoing research and many research initiatives,
projects, and consortiums with both academic and industrial participants have been estab-
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lished to propose and evaluate CMfg concepts in practice. For example, the following recent
initiatives maybe interesting from point of view of automotive/electronics manufacturing
in European Union'*:
e ManuCloud (a distributed cloud product specification and supply chain manufactur-
ing execution infrastructure) [42]

e Diversity (cloud manufacturing and social software based context sensitive product-
service engineering environment for globally distributed enterprise) [43]

e CREAM (cloud-based rapid elastic manufacturing) [44|

e SMARTER (sustainable manufacturing adaptive services with cloud architectures for
enterprises) [45]

e cloudSME (simulation for manufacturing & engineering) [46]

There are also many cloud services vendors that declare themselves as CMfg providers,
for example NetSuite!'®, Plex 6, KeyedIn'”, Scytex!'®, Hai'®, Rootstock Software??, QAD?!,
Hudman??, and others. However, despite of their declarations, the most of the vendors do
not actually provide CMfg services but smart manufacturing solutions with cloud comput-
ing, usually as an ERP SaaS.

Moreover, there are also individual open or proprietary technologies and standards that
make CMfg possible by establishing a standardised communication bus and interfaces
of machines to include them as Machine as a Service cloud services, for example, MT-
Connect?3, OCCI?*, UN/EDIFACT?, ebXML?®, MyOpenFactory?’, RosettaNet?8, SEMI
EDA /Interface A% and others.

Selected CMfg solutions for automotive/electronics industry will be discussed in Chap-
ter 3.

2.2 Opportunities and Threats of Cloud Computing

Implementation of a manufacturing cloud from scratch and transition from well-established
manufacturing or business systems to their representation in cloud bring many opportuni-
ties as well as threats for a manufacturing organisation. In this section, the opportunities
and the threats will be identified and their possible effects and countermeasures will be anal-
ysed, respectively, based on the previous text and referred publication, e.g., [47, 48, 33, 41].
Security threats are subjects of Section 2.3.

Manother exhaustive list of research trends, publications, and initiatives is provided by [41]

http://www.netsuite.com/portal/industries/manufacturing.shtml
https://www.plex. com/

"https://wuw.keyedin. com/manufacturing/
8https://scytec.com/dataxchange-overview/
http://www.hai.nl/

2Ohttp://www.rootstock. com/manufacturing-cloud- erp/
https://www.qad.com/cloud
2https://www.hudmansolutions. com/
Zhttps://www.mtconnect . org/

*https://occi-ug.org/
Zhttp://www.unece.org/trade/untdid/texts/unredi.htm
26http://www.ebxml.org/
*Thttps://www.myopenfactory.com/

2 nttps://resources.gslus.org/Rosettalet
Yhttps://www.cimetrix.com/Interfacel
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2.2.1 Opportunities in General

O1 — Low initial investment: One of the significant opportunities of cloud computing
lies in its potential to help starting organisations reap the benefits of I'T in their business
without the significant upfront investments. Instead of a big initial investment which was
necessary before cloud computing to buy an information or manufacturing system SW
and to build a suitable IT infrastructure, the cloud computing requires significantly lower
initial investment, especially in the case of SaaS that can be used without any preparation.
The cloud services are consumed on-demand and paid per usage (a “pay-as-you-go” billing
method). The low initial investment can make sense for small businesses that can exploit
high-end applications like ERP SW or business analytics typically provided as SaaS, as
well as for large organisation that can try different innovations without high expenses.

02 - OQutsourcing and IT service management: To provide IT services in-house by
an I'T department of a manufacturing organisation means to implement IT service man-
agement, from development of new IT services according to changing needs of end-users,
through transition of these services in practice, to their maintenance and improvement
during IT operation management. While the IT service management processes are quite
well described in various well-established methodologies, e.g., in I'T Infrastructure Library
(ITIL) or ISO/TEC 200003, their implementation requires specialised staff, processes, and
infrastructure components (e.g., for backup/restore, hot-swapping of erroneous IT compo-
nents, configuration management, etc.) that must be well-integrated into the organisation.
Contrary to that, from the end-user perspective, a well-defined cloud computing solution
is easy to maintain without the extra I'T knowledge and assets.

03 - Mashups: The ability to quickly combine data or functionality from two or more
external sources to create a new “mashup” service in originally unintended ways represents
another opportunity in cloud computing. The cloud computing better addresses needs of
agile development and agile business as it is quite easy to take several cloud services and
utilise them as components of a new cloud in short notice rather than building applications
from scratch. For examples, one can take several special private-cloud Data as a Services
(DaaSs) and a general public-cloud Big Data Analytics as a Service and quickly build a
hybrid-cloud service to analyse real-time data. Without cloud computing, such a use case
would be difficult to implement without special SW, I'T infrastructure, and big investments.

04 - Better IT architecture: To build a good, extensible, and scalable IT architecture
is challenging for an I'T organisation and may be very difficult for a non-I'T manufacturing
organisation. With additional modifications of an I'T system emerging during its life-time,
its architecture becomes “accidental”. According to [49], an intentional architecture is
explicitly identified and then implemented; an accidental architecture emerges from the
multitude of individual design decisions that occur during development, only after which
can we name that architecture. This will certainly increase complexity of the architecture
and its maintenance costs, and can cause a degradation of the architecture resulting into
an erroneous system. This is usually not the case of cloud computing architecture where
interfaces and dependencies between cloud services must be well-defined and it is much
easier to rebuild or throw away the whole architecture or its part (re-development costs
are minimal, in comparison with non-cloud solutions).

%Onttp://itil.co.uk/ and https://www.iso.org/standard/51986.html, respectively
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05 — Scalability: The scalability is an ability to up-scale or down-scale a system easily on
demand, as quickly and effectively as possible, that is in controlled way and with minimum
costs. This is quite problematic as to be able to scale down or up, the system must use
more resource than needed in the case of the scale-down, or have these at its disposal in the
case of the up-scale. In both cases, those resources are not utilised effectively. Therefore,
the high scalability is considered to be a great advantage of cloud computing where the
up-scale or down-scale of cloud services can be done immediately and a customer is always
paying just as much money as it is the current consumption of the ordered cloud services.

06 — Energy efficiency (green IT): Moving to the cloud will allow organizations to
reduce their IT infrastructure. Virtualised IT infrastructure still depends on physical
HW, however, this HW is located at cloud providers where it can be optimally utilised.
Moreover, in the case of modification of the I'T infrastructure due to requirements of new
applications or just to up-scale or down-scale the current application, it is much cheaper
in term of environmental resources to perform the modification on virtual than on physical
IT infrastructure. Finally, transporting computing services from producers to consumers
is more effective than doing the same with electrical energy.

2.2.2 Opportunities for Automotive/Electronics Manufacturing

O7 — Connected vehicle: Modern cars are equipped with a high amount of electronic
systems with sensors that generate a lot of diagnostic and transactional data. A vehicle, if
connected, can upload this data into an external data storage of a manufacturer or a service
centre for further analyses. Currently, the upload is performed usually during annual vehi-
cle inspections or maintenance. With cloud computing and a vehicle connected to a cloud,
the data upload can be continuous and besides common analytics for individual vehicles,
their manufacturers can apply Big data processing techniques (e.g., data mining) to get
further insights they need to enhance services in areas such as CRM, marketing, quality,
customer services, after-market services, or to perform research and development. More-
over, with fog computing, the vehicle itself or its electronic modules can act as edge cloud
services and participate in the cloud (with necessary safety measures), e.g., for telematics,
remote digital maintenance, or to provide infotainment services. Actually, the cloud com-
puting is probably only possible way how to implement efficient data- and service-exchange
between the high amount of devices.

08 — Agile manufacturing (flexibility): High and controlled agility is desired feature in
manufacturing. In [50], the agile manufacturing should ensure: high quality and highly
customised products; products and services with high information and value-adding con-
tent; mobilisation of core competencies; responsiveness to social and environmental issues;
synthesis of diverse technologies; response to change and uncertainty; and intra-enterprise
and inter-enterprise integration. CMfg, as defined in Section 2.1.2, can meet most of these
requirements, for example, in the form of cloud robotics which brings better monitoring,
automatic optimisation, and faster reconfiguration of robotics product lines.

09 — Better monitoring (transparency): Besides better control and integration, the
manufacturing cloud enables also better monitoring. Individual machines participating in
a production can be accessed as cloud services according to Machine as a Service and DaaS
models. Data loaded from these services periodically in batches or received in data-streams
can be aggregated and filtered when passing through another services in accordance with
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fog/edge computing concepts and finally, processed as Big data by analytical tools and
systems, for example, by another services in Big Data (Analytics) as a Service (see Sec-
tion 1.2.3). This allows better continuous computation of various metrics (e.g., to observe
progress of operations or health of the machines) and also high-level key performance
indicators (KPIs).

2.2.3 Threats

T1 — Dependency and vendor lock-in: Currently, the concept of cloud computing lacks
standardisation. There are many proprietary and open-source solutions and although many
of them build cloud architectures on open standards, such as Web services, there is no
compatibility of resulting systems which would allow easy migration from one to another.
With this “vendor lock-in”, there is a legitimate concern that data or functionality in cloud
may be harmed, for example, if a cloud provider goes bankrupt, or goes off-line due to
attacks or serious flaws in maintenance3!. Also GNU founder Richard Stallman warns
that “Cloud computing is a trap” [52]. According to [47], a cloud computing service by a
single company is in fact a single point of failure and even if the company has multiple
data centres in different geographic regions using different network providers, it may have
common SW infrastructure and accounting systems, or the company may even go out of
business — we believe the only plausible solution to very high availability is multiple cloud
computing providers.

T2 — Backlash from entrenched incumbents: As many IT departments of larger cor-
porations can view cloud computing as a threat to their corporate IT culture in terms of
data security, I'T audit policies, etc., or just in terms of job security [48], they can reject
the new technology of cloud computing requiring a change in well-established structures
and processes.

T3 — Data lock-in, data confidentiality, and shared reputation: Another consequence
of the lack of standardisation in cloud computing can be possible data lock-in. Cloud
customers cannot easily extract their data and programs from one site to run on another
which is preventing some organizations from adopting cloud computing [47]. Moreover,
there is a question of data ownership. The data that was loaded by a customer into a service
cloud (e.g., in a SaaS model) belongs to the customer, however, they are physically located
in IT infrastructure of the service provider. The service provider may, in some cases, access
and use the data for his/her purposes (e.g., for marketing or advertisement as is often the
case of free cloud services provided by Google, etc.), may not be able to protect the data
from possible leaking out (e.g., due to an unauthorised access if attacked), or must store
and take care of data with legal measures (e.g., provide access to law enforcements agencies
according to a particular jurisdiction, such is in the case of the United States of America
(USA) PATRIOT Act3?). Therefore, it may not be acceptable for some organisations to
store their data in cloud (or to transport their data through cloud-based services, which
is even more restricting). Moreover, there is a problem of reputation sharing where one
customer’s bad behaviour can affect the reputation of others using the same cloud IT

31For example, GitLab cloud service providing a Git repository version control system for tracking changes
and coordinating team work in SW development faced a massive backup failure after an accidental pro-
duction data deletion incident [51] that resulted into data-loss despite of the open-source standardised
and distributed Git technology.

*https://www. justice.gov/archive/11/highlights.htm
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infrastructure, as described in [47], which may result into blacklisting of IP addresses or a
data loss or leak due to an investigation of the incident by law enforcements agencies.

T4 — Non-transferable responsibility: The cloud computing services are usually provided
as outsourcing. Moreover, it may be difficult to implement the services as insourcing in
a public or hybrid cloud, especially for SaaS where all underlying levels (a platform and
an infrastructure) are hidden inside the service and cannot be controlled or extracted and
operated by the customers. Yet, in same case, it may be critical for a company to operate
its services in-house, for example, for security or legal reasons, or just to prevent possible
disclosure of well-protected organisational know-how. In these cases, for the point of view
of the customer, the only suitable cloud-computing service model is IaaS with massive
encryption for virtualisation containers, storage, and networking.

T5 — Data transfer bottlenecks: Great benefit of cloud computing is better scalability.
It is not a problem to scale up or down on demand to meet a current or an expected
load. However, the scalability in cloud computing means the ability scale up or down
resources/services in cloud, not the scalability of connection links between those services
and their customers. This fact must be well-understood and take into account when
huge data transfers can be expected between cloud service providers and consumers. As
suggested by [47], cloud users and cloud providers have to think about the implications of
placement and traffic at every level of the system if they want to minimize costs (as the
data transfer costs can be more expensive than data placement).

T6 — Performance unpredictability in multi-tenant environments: In multi-tenant vir-
tualised environment, a shared pool of common resources is utilised to serve requests of all
users without affecting each other — a single instance of each resource (e.g., a physical HW)
serves multiple groups of users (tenants) to run particular services (e.g., to run an operat-
ing system on a virtualised HW provided as an IaaS service). The users/customers have
guaranteed a particular level of provided cloud services in their Service Level Agreements
(SLAs), e.g., a storage capacity or a response time, however, the real level of such services
is usually higher than agreed most of time but varying for the minimal agreed to maximal
available according to the total consumption rate of the services by all users (the service
load). From the point of view of a single user/customer, the actual level of a service is
difficult to predict and its variations in time may cause unpredictable consequences (e.g.,
I/O and CPU speeds of an infrastructure provided as an IaaS service significantly affect
response times of hosted applications).

2.3 Security in Cloud Computing

2.3.1 Security of Cloud Applications

In cloud computing, public and private data and operations of an organisation are moved
into cloud infrastructure, which is utilised directly as [aaS, as a platform in PaaS, or where
provided SW services are running in SaaS service models. In all these cases, the organ-
isation have weaker and only indirect control over the data and operations. This fact
significantly affects I'T security in the organisation that must implement its security strat-
egy, framework, methods, policies, audits, etc. in cloud to protect various information on
its customers, suppliers and other business partners, agreements, accounting, commercial
strategies, and know-hows.
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The security issues are easier to solve, if the data and operations are stored and per-
formed in a private cloud. In this case, cloud infrastructure is usually located inside the
organisation and operated by their employees (i.e., a perimeterised insourcing according to
the categorisation from Section 1.1.4). However, most organisations that are not able or
willing to maintain their private cloud generally store the data and perform the operations
in a public cloud provided by a particular vendor (or vendors). In these cases, the risk
of security breaches is quite high and the confidential data may be disclosed, which may
cause huge profit loss for the organisation or even legal disputes between the organisation
and its customers or business partners.

In 2008, Gartner |53, 54| described seven IT risks of cloud computing in areas such as
data segregation and location, privileged user access, service provider viability, regulatory
compliance, investigative support, availability, and recovery. Cloud computing should be
assessed like any other externally provided service resulting from location independence
and the possibility of service provider “subcontracting”. According to Gartner, from a se-
curity and risk perspective, cloud computing is the least transparent externally sourced
service delivery method, storing and processing your data externally in multiple unspecified
locations, often sourced from other, unnamed providers, and containing data from multi-
ple customers, where the ability to assess the risk of using a particular service provider
comes down to its degree of transparency [53]. Some of the seven cloud-computing IT
risks defined by Gartner are not related to I'T security and were already discussed in Sec-
tion 2.2.3, such as a long term wiability of service dealing with “What would happen to your
service if the provider goes broke or is acquired?” [53], the service availability where “Or-
ganizations should define service-level requirements for any non-trivial IT workload and
demand service-level agreements from the provider (internal IT, traditional outsourcer,
cloud-computing provider) and ensure that the contract contains penalty clauses when
service-level agreements are not met.” [53], or data location “which should be of concern
to anyone needing to meet national privacy regulations” [53|. Other, IT security risk are
described in [53, 54] as follows:

o Privileged user access should be assessed because, contrary to access control imple-
mented by an organisation into its in-house applications, outsourced de-perimeterised
cloud computing services usually bypass all physical, logical, and personnel controls
of the organisation.

e (Compliance of service providers with external audits and security certifications should
be required and customers should be provided with information on the specific audits
that were evaluated.

e Data segregation by application of encryption should be enforced and the correct
application of encryption algorithms and decryption key ownership should be audited
to prevent unauthorised access to data.

e [nwvestigative support should be provided to cloud customers to assist with investiga-
tions of inappropriate or illegal activity and electronic discovery. According to [53],
cloud services are especially difficult to investigate, because logging and data for mul-
tiple customers may be collocated and may also be spread across an ever-changing
set of hosts and data centres.

e Support in reducing risk to enable customer staff to understand how to safely and
reliably use their product, for example, to set policies and monitor them by auditing.
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2.3.2 Security Guidance by Cloud Security Alliance (CSA)

The cloud security from a governance, management, and implementation point of view is
discussed in [6, 5]. In [5], CSA33 described fourteen domains of a cloud security analysis
focused on cloud architecture (cloud computing architectural framework domain), govern-
ing in the cloud (five domains: governance and enterprise risk management; legal issues:
contracts and electronic discovery; compliance and audit management; information man-
agement and data security; interoperability and portability), and operating in the cloud
(eight domains: traditional security, business continuity, and disaster recovery; data cen-
tre operations; incident response; application security; encryption and key management;
identity, entitlement, and access management; virtualisation; security as a service). To
give summaries and recommendations from all these domains is out of scope of this report,
therefore, let us focus just on particular parts that are relevant to cloud applications in
manufacturing industry.

Risk Assessment

CSA proposed [5] a quick method for evaluating an organisation’s tolerance for moving an
asset to various cloud computing models. This method consists of the following steps [5]:

1. Identify the Asset for the Cloud Deployment that can be either information (data)
or transactions/processing (applications/functions/processes), from partial functions
all the way up to full applications. For each organisation, it is necessary to determine
exactly what its data or function is being considered for the cloud.

2. Fwvaluate the Asset to determine how important the data or function is to the orga-
nization by asking questions “How would the organisation be harmed if the security
was breached?” for the data or functions.

3. Map the Asset to Potential Cloud Deployment Models to determine if the organisa-
tion is willing to accept some cloud deployment models: public; private, internal /on-
premises; private, external including dedicated or shared infrastructure; community
taking into account the hosting location, potential service provider, and identifica-
tion of other community members; and hybrid with an architectural vision of where
components, functions, and data will reside.

4. Evaluate Potential Cloud Service Models and Providers with focus on the degree
of control the organisation has to implement for risk mitigations in the different
software /platform /infrastructure tiers.

5. Map Out the Potential Data Flow between the organization, a cloud service, and any
customers/other nodes to understand whether, and how, data can move in and out
of the cloud.

Differences in the manageability, ownership, location, and accessibility in the cloud de-
ployments models are described in Figure 2.3.
Security Control and Compliance Model

As the cloud computing services are provided and organised hierarchically in the cloud
model at various layers in individual TaaS/PaaS/SaaS service models (see Section 1.1.2),

33https://cloudsecurityalliance.org/
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Figure 2.3: Cloud computing deployment models and manageability, ownership, location,
and accessibility (adopted from [5]).

different control measures and compliance procedures can be assigned to these levels as
depicted in Figure 2.4. While the security control model applies mainly technical and or-
ganisational measures set up for a particular organisation, the compliance model is often
given by legal documents, certification procedures, or security standards. For example, the
compliance model can be given by Payment Card Industry (PCI)3* rules for e-commerce
worldwide, or by Health Insurance Portability and Accountability Act (HIPAA)? pri-
vacy and security rules, Gramm-Leach-Bliley Act (GLBA)?® for financial institutions, or
Sarbanes-Oxley Act (SOX)37 to deter fraud and increase corporate accountability, in the
United States of America.

Information Management and Data Security

To implement data security in the cloud, CSA [5] recommends Data Security Lifecycle by
Securosis®® which includes six phases from data creation to its destruction. During those
phases, data goes through a cloud environment and are operated: accessed, processed, and
stored. It is necessary to identify and control these operations in the individual phases
of the data security life-cycle including actors of these operations (who can perform the
operations and is allowed to do so) and locations (where the operations can be performed
and are allowed). The operations that can be performed but are not allowed in particular
cases must be restricted by security policies.

3 https://www.pcisecuritystandards.org/
35https://www.hhs.gov/hipaa/
30nttps://www.ftc.gov/consumer-protection/gramm-leach-bliley-act
3Thttp://csrc.nist.gov/groups/SNS/rbac/sarbanes_oxley.html
%8https://www.securosis.com/blog/data-security-lifecycle-2.0
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Figure 2.4: The cloud model mapping to security control & compliance (adopted from [5]).

According to CSA [5], data privacy protection on the boundary and within the cloud
can be ensured by client /application (document) encryption, link /network encryption (e.g.,
Secure Sockets Layer (SSL) or VPNs), and proxy-based encryption (by a proxy appliance
or server, which encrypts data before sending further on the network). Such the encryp-
tion can be applied in all service models (IaaS/PaaS/SaaS) by various technical means as
described in [5]. Moreover, there are another recommendations on data loss prevention
(DLP), database and file activity monitoring (DAM/FAM), digital rights management
(DRM) and others.

2.3.3 Security in Edge/Fog Cloud and Cloud Manufacturing

In the case of edge or fog computing, which is the concept typically utilised in CMfg to
connect and integrate various devices into the cloud (such as production machines, robots,
wireless sensor network gateways, etc.), another security aspect need to be considered.
As the CMfg usually integrate many small devices providing their service into the cloud,
these devices are interconnected via a local, usually wireless, network infrastructure. At-
tacks targeting a manufacturing cloud may focus on this infrastructure to harm the cloud
services.

While wired network infrastructure can be physically protected quite easily, the protec-
tion of wireless network infrastructure in much more difficult. At low levels, the wireless
networks usually utilise proprietary communication technologies, proprietary extensions of
open protocols, or proprietary firmware and drivers of standardised technologies, such as in
the case of various implementations of ZigBee/IEEE 802.15.4 standard®. These technolo-
gies and protocols implement low-level layers of a network stack (e.g., IEEE 802.15.4 deals
with physical and medium-access-control layers and ZigBee covers network and application
layers). Upon these layers, high-level communication buses are built that implement the

http://www.zigbee.org/
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other attack methods.
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Figure 2.5: Major security threats in a WAMS (adopted from [55]; for references in the
figure, see the source).

CMfg as described in Section 2.1.2. Although the high-level communication buses usually
have a very good and customisable security, such security measures cannot prevent all
impacts of security breaches at the low-level layers.

For example, Figure 2.5 describes security threats from [55] encountered in a wide-area
monitoring system (WAMS) implementation as a smart grid, which is very similar to the
CMfg concept*?.

Some of these attacks can be prevented at the high-level communication buses, for
example, by applying a strong encryption and encapsulating the transferred data into
encrypted containers. However, this approach has at least two drawbacks: (1) it cannot
improve security of operations that stay at lower levels (for example, packet routing) and
(2) the encryption and decryption which must be done at edge node low-power devices will
consume large amounts of processor time, operating memory, and certainly also electric
energy, which may be critical for wireless devices. These problems are discussed in [55] for
lower levels and in [56] for higher levels. The second referred publication also describes
types of the potential attacks against WAMS smart grid as follows [56]:

e Loss of confidentiality by (i) eavesdropping and analysing the wireless transmission;
(ii) node capturing and replication.

e Loss of authenticity by (i) message modification and insertion; message replay; (ii)
node capturing and replication; (iii) Sybil attack in which a small number of malicious
nodes forge a large number of fake identifications to cheat or disrupt the message
routing.

e Loss of integrity by message modification.

e Loss of availability by (i) message blocking by collaboration of the malicious nodes,
wireless channel jamming; (ii) fake data request to the sensors that cause unnecessary
energy consumption.

Before the security issues above will be solved at all levels of the CMfg communication
stack by research community and adopted by vendors, it is strongly recommended to stay
with conservative methods of networking in the cloud, e.g., to prefer wired networking

4Ofor a grid and cloud computing comparison, see [2]
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over wireless networking and to keep critical data and operations in highly secured private
clouds, rather than building hybrid clouds or on public cloud services. Otherwise, successful
attacks on devices connected into a manufacturing cloud may cause not only a data loss or
a data breach, but also the attacked devices, such as production machines or robots, may
physically operate in a destructive way and cause a large property loss.



3 Overview and Comparison of Cloud
Computing Services

In the previous chapters, theoretical foundations of cloud computing have been presented
including their practical aspects for manufacturing industry. We described several ser-
vice models and deployments, their categorisations, architectures, trends, etc. Along this
description, several cloud computing solutions have been mentioned provided by both par-
ticular vendors and open community. In this chapter, available cloud computing services
for manufacturing industry will be listed, categorised, and compared according to their
purpose and other criteria. Moreover, three selected cloud computing services dealing suit-
able for cloud manufacturing (CMfg) will be analysed in more details to evaluate how they
are fulfilling the principles of CMfg and addressing possible opportunities and threats.

Comparison criteria (CC) will be used in the comparative analysis described above. The
goal of these criteria is not to select the best cloud computing solution but to establish
common ground for the objective comparison which is necessary, as the individual solutions
target different needs. The evaluation of the cloud computing solutions should be always
done within the context of their generic application domain, or for a particular target user
in mind if possible. The CC are the following:

CC1 Characteristic service model (1aaS/PaaS/SaaS) — The cloud computing solutions usu-
ally offer various services at different service levels, i.e., Infrastructure as a Service
(TaaS), Platform as a Service (PaaS), and Software as a Service (SaaS). However, only
one of these models is often characteristic for main services that are significantly con-
tributing to business or production processes in a customer’s organisation. There can
be also other cloud services with different service models acting as auxiliary for the
main services or specialised for particular use-cases, e.g., Robot as a Service (RaaS).
However, during the comparison, only characteristic service models will be identified.

CC2 Cloud architecture (static/edge/fog) — Cloud computing infrastructure and services
are organised in layers from low-level TaaS to high-level SaaS services and the cor-
responding infrastructure. In common well-established cloud computing solutions
with a static architecture, the cloud infrastructure is distributed and virtualised to
provide users with uniform services at all geographical locations. Contrary to that in
the case of edge/fog cloud computing, cloud architecture is composed from various
simple devices, such as programmable logic controller (PLC) or virtual robot con-
troller (VRC), as well as big distributed platforms (as in the previous case) that both
provide services of various service models, e.g., Data as a Service (DaaS), Manufac-
turing as a Service (MaaS), etc. It is useful to distinguish such different architectures.
Moreover, for the purpose of this comparison, we will distinguish between the edge
cloud computing where edge devices just serve data to the cloud or enable to con-
trol connected machines (e.g., stand-alone DaaS services) for smart manufacturing,
see Section 2.1.1) and the fog computing where the edge devices both provide their
services to the rest of the cloud and also utilise other services in the cloud for their
own purposes (i.e., well-integrated CMfg, see Section 2.1.2).
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CC3 Cloud Cube Model (CCM) classification (1/E, P/O, Per/D-p, and In/Out) — To
evaluate deployment aspects of individual cloud computing solutions, the CCM by
Jericho Forum will be utilised (see Section 1.1.4). By this model, each cloud com-
puting solution will be assigned with one of each: Internal/External (I/E) to define
the physical location of the data in the cloud; Proprietary/Open (P/O) to describe
the state of ownership of the cloud infrastructure and services; Perimeterised/De-
perimeterised (Per/D-p) to identify how the cloud infrastructure is controlling data
and functions in the cloud relative to inside/outside boundaries of a customer’s or-
ganisation; Insourced/Outsourced (In/Out) to decide who is managing delivery of
the cloud services utilised by a customer’s organisation.

CC4 Data analytics (none/predefined/custom/Big data) — Cloud computing services man-
age and generate a lot of data that represents values of metrics of business or produc-
tion processes, sensor data from monitoring, data accessible by DaaS, data stored in
cloud storage services, etc. A large amount of runtime generated data is also typical
for CMfg. Analysis of such data is a complex task which should be supported by
the cloud. Therefore, the cloud services may offer predefined analyses for well-known
key performance indicators (KPIs) or let customers to implement their own custom
analytics. Moreover, there is need for Big data processing and analytics, as it was
described in Section 1.2.3.

CCb Security (access control, encryption, etc.) — Security in cloud computing is a big issue
and must be enforced by both cloud providers and their customers as described in
Section 2.3. This is usually done by strict access control with accounting and storage
and communication encryption. As described before, there are multiple ways hot to
implement these security features. However, there exists another security features,
such as services for identity management, single sign-on services, or distributed trust
networks, that make the comparison of cloud computing solutions according to this
criteria more difficult.

CC6 Opportunities and Threats (see the list in Section 2.2) — In the previous sections of
this report, several opportunities and threats of cloud computing (and manufacturing
cloud) have been identified. While many of them are successfully addressed by the
cloud computing solutions in the comparison below, others represent possible profits
or looses that need to be considered.

3.1 Cloud Computing Services for Manufacturing Industry

Based on the state-of-the-art analysis in the previous chapters (especially on Section 2.1),
the most promising for automotive/electronics manufacturing industry is the application
of cloud computing for smart manufacturing (to monitor, control, and optimize business,
management, and supporting processes) and CMfg (to monitor, control, and optimize
manufacturing processes and asset utilisation in the manufacturing; see Sections 2.1.1 and
2.1.2, respectively). Cloud solutions available on the market today for manufacturing
industry focus mostly on the smart manufacturing, not the CMfg, utilising the concept
of Internet of Things (IoT). Yet, their custom deployments with thorough applications
of CMfg principles in the cases of particular manufacturing organisations can move these
solutions towards the CMfg.

This section provides a brief overview of several currently available cloud solutions that
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might be suitable for manufacturing industry as described in the paragraph above!. An-
other three most promising of these solutions are described in details in Section 3.2. Overall
results of the comparison are shown in Table 3.1.

3.1.1 AWS loT

Amazon Web Services (AWS) IoT is a managed cloud platform that lets connected devices
easily and securely interact with cloud applications and other devices. AWS IoT can
support billions of devices and trillions of messages, and can process and route those
messages to AWS endpoints and to other devices reliably and securely. AWS IoT makes
it easy to use AWS services like AWS Lambda, Amazon Kinesis?, Amazon S$3%, Amazon
DynamoDB?, etc. to build IoT applications that gather, process, analyse, and act on data
generated by connected devices, without having to manage any infrastructure. [58]

According to [59], AWS IoT provides secure, bi-directional communication between
Internet-connected things (such as sensors, actuators, embedded devices, or smart ap-
pliances) and the AWS cloud to collect telemetry data from multiple devices and store
and analyse the data. AWS IoT systems can be built from several components: device
gateway (to enable devices to securely and efficiently communicate), message broker (for
applications to publish and receive messages from each other by Message Queue Teleme-
try Transport (MQTT) protocol), rules engine (to create message processing and inte-
gration rule), security and identity service (to provide shared responsibility for security),
thing/device registry (to organize the resources associated with each thing/device, such as
for certificates and MQTT client identifications), thing/device shadow (to store and re-
trieve current state information for a thing/device), and thing shadows service (to provide
persistent representations of things/devices in the cloud).

AWS IoT, if taken together with the rest of AWS cloud services, is PaaS for edge cloud
computing, which can be deployed as external, proprietary, de-perimeterised, and insourced
cloud solution according to the CCM by Jericho Forum (see Section 1.1.4), with highly
custom/Big data analytics (provided by particular AWS data-analytics services), with
encrypted communication, authentication and access control with identity management
(by the security and identity service). It is good in addressing opportunities O1, O3,
05, 07, and 09 and threats T3 and T6 according to Section 2.2, however, threats T1,
T4, and T5 are not addressed well, mainly due to strict (vendor) dependency on Amazon
technologies.

From the point of view of CMfg, AWS IoT is not suitable as it is missing industrial
application programming interfaces (APIs) and the ability to deploy as an internal perime-
terised hybrid or private cloud, despite of the existence of Amazon Virtual Private Cloud
which is not satisfactory (it is not a “private” cloud, but an external perimeterised hybrid
cloud according to Section 1.1.3).

3.1.2 IBM BlueMix / Watson loT Platform

IBM BlueMix is a cloud computing solution from IBM that offers a large amount of var-
ious cloud services®. It is based on Cloud Foundry open technology®. According to [60],

'A technical comparison of some of the discussed cloud solutions can be found in [57].
’https://aws.amazon.com/kinesis/

*https://aws.amazon.com/s3/

*https://aws.amazon.com/dynamodb/

%see https://console.bluemix.net/catalog/

Shttps://www.cloudfoundry.org/
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https://aws.amazon.com/dynamodb/
https://console.bluemix.net/catalog/
https://www.cloudfoundry.org/
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Service CC1 CC2 | CC3 CC4 CC5 CC6 CCo6
Name Model | Arch. | CCM | Analytics| Security Opport. Threats
AWS IoT | PaaS edge | E, P, | custom / encrypted | Ol+, O3+, | T3+, T6+;
(Sec 3.1.1) D-p, Big data comm., 05+, O7+, | T1—, T4—,
In auth., 09+ T5—
access ctrl.,
identity
mgmt.
IBM PaaS edge E, custom / encrypted Ol1+, 02+, | T1+, T3+,
BlueMiz, O/P, | Big data comm., O3+, 04+, | T4+, TH+;
Watson Per/D- auth., 05+, 06+, T6—
loT P, access ctrl., | O7+, 09+
(Sec 3.1.2) In identity
mgmt.
Microsoft | PaaS edge E, custom encrypted | O3+, Ob+, | T+, T6+;
Azure IoT O/P, comm. 08+, 09+; | T1—, T3—,
(Sec 3.1.3) D-p, Ol—, 02—, T4—
In Oo7—

Google PaaS edge | E, P, | Big data encrypted 01+, O3+, | T3+, T6+;
Cloud IoT De-p, comm. 08+, 09+; | T1—, T4—,
(Sec 3.1.4) In/Out or; 02—, T5—

04—
SAP PaaS edge | E, P, | custom / encrypted | O44, O5+, T3+;

Cloud De-p, | Big data comm., 08+, O9+; | T1—, T4—,
Platform In auth. Ol—, 03— | T5—,T6—

for IoT
(Sec 3.1.5)

| Mnubo SaaS N/A | E, P, custom encrypted 05+, 09+ T1+;
(Sec 3.1.6) De-p, comm., T3—, T4—
Out auth.
PTC PaaS edge E/I, | predefined | encrypted | Ol+4, O2+, | T4+, T6+;
Thing- P, / custom comm., 03+, 05+, | T3;T1—,
Worz De-p, auth., 07+, 09+ 75—
(Sec 3.2.1) In/Out access ctrl.
| Siemens SaaS edge E/I, | predefined | encrypted Ol1+, O3+, | T5+, T6+;

Mind- (PaaS) P, / Big comm., 05+, 09+; T4, T3;

Sphere De-p, data encrypted 02— T1—
(Sec 3.2.2) In storage,

auth.,
access ctrl.
GE Prediz | PaaS edge L, P, custom encrypted | Ol4, 02+, | T1+, T3+,
(Sec 3.2.3) De-p, comm., O3+, O5+, | T4+, T6+;
In auth., 09+; O7—, T5—
access ctrl., 08—
identity
mgmt.

Table 3.1: The comparison of cloud computing services for manufacturing industry. For

CC, see Chapter 3.

ported /missed opportunities and threats (see Section 2.2).

Plus/minus (+/—) signs in CC6 columns mark sup-
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in Watson IoT Platform, a thing/device is connected into BlueMix cloud directly or via a
gateway by a messaging protocol based on open MQTT or proprietary Hypertext Transfer
Protocol (HTTP) Messaging API. Data provided by the device are processed by services in
the cloud and the services’ functions and resulting data are accessible via Representational
State Transfer (REST) interface. In the cloud, there are BlueMix services for device man-
agement, user and user role management and access control (for users, roles, applications,
and devices), real-time data analytics including (partial) analytics on edge devices (on IoT
gateways with Watson IoT Edge Analytics Agent), visualisations, and others.

From the point of view of the manufacturing industry, BlueMix provides several cloud
services or whole service frameworks such as IBM Watson IoT Platform?, or its specialisa-
tions for automotive or electronics industry®. There are several such ready-to-use services
for various industrial applications of loT in smart manufacturing with cloud computing or
CMfg (see Sections 2.1.1 and 2.1.2, respectively). However, devices connected to the cloud
are primarily integrated as data sources, not as clients of the cloud that would utilise it as
in fog computing according to Section 1.2.1.

Watson [oT Platform with IBM BlueMix can be categorised as PaaS cloud for edge com-
puting, which can be deployed as external, open [oT with proprietary cloud, perimeterised
or de-perimeterised, and insourced cloud solution according to the CCM by Jericho Forum
(see Section 1.1.4). The perimiterisation depends on architecture, which can be managed
by vendor for public cloud or by customer for private cloud solutions. In the last case,
BlueMix Local [61] creates an inception virtual machine running on the customer’s infor-
mation technology (IT) infrastructure, which is working locally and relaying to the public
vendor-managed cloud just in special cases (such as for IT /service operation management).
This may significantly improve security of the cloud solution.

To continue with the categorisation, BlueMix cloud services provide highly custom /Big
data analytics, with encrypted IoT-to-cloud communication and authentication and access
control with identity management. This cloud solution is good in addressing opportunities
01-06 (due to openness and architectural flexibility), O7 (there is the IoT for Automotive
service mentioned above), and O9 (good cloud services for data analytics and visualisation),
according to Section 2.2. Concerning the threats in the same section, T1 is good but not
perfect (most of IBM BlueMix and Watson IoT Platform is open-source) and also T3, T4,
and T5 are addressed well (due to the flexible architecture). Yet, there are still another
threats, such as T6, that need to be addressed better.

3.1.3 Microsoft Azure loT Suite

In 2015, Microsoft announced Azure IoT Suite, a cloud computing solution based on Azure
Cloud Platform?. Applications developed in Azure IoT Suite can utilise Azure IoT Hub or
Azure [oT Edge for asset device management and deployment, or Azure Machine Learn-
ing'?, Stream Analytics'' and Time Series Insight'? for advanced data analytics.
According to [62], Azure IoT Hub is a bridge for secure, reliable, two-way communication
between IoT devices and the cloud over open protocols MQTT, REST, and Advanced
Message Queuing Protocol over TLS/SSL (AMQPS). It allows the devices to establish

"https://console.bluemix.net/catalog/services/internet-of-things-platform
8see https://console.bluemix.net/catalog/services/iot-for-automotive/ and https://console.
bluemix.net/catalog/services/iot-for-electronics/, respectively
See https://www.microsoft.com/en-us/internet-of-things/azure-iot-suite
Ohttps://azure.microsoft.com/services/machine-learning/
"https://azure.microsoft.com/services/stream-analytics/
12https://azure.microsoft.com/services/time-series-insights/
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https://console.bluemix.net/catalog/services/iot-for-electronics/
https://www.microsoft.com/en-us/internet-of-things/azure-iot-suite
https://azure.microsoft.com/services/machine-learning/
https://azure.microsoft.com/services/stream-analytics/
https://azure.microsoft.com/services/time-series-insights/
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secure connections and send or receive messages to or from the cloud, e.g., to store, analyse
and act on that data in real time. Azure IoT Edge'? allows to read data of assets via
industry standard communication protocols such as OPC Unified Architecture (OPC-UA),
Modbus and MQTT [63] and to pre-process the data in an on-premises gateway with Azure
[oT Edge software (SW) on Linux or Windows operating system. The pre-processing is
performed in the gateway edge device before it sends the data to the cloud so that only
the most important information is uploaded. Moreover, the device can operate reliably
and securely even when there is intermittent cloud connectivity, so once reconnected, it
automatically synchronizes its latest state and continues to function seamlessly [64]. In
combination with Azure Stream Analytics, the data can be in the pre-processing not only
filtered down, but also aggregated on a time window, or using a user-defined function, or
processed directly on the device without passing to the cloud [63].

Microsoft announced Azure IoT Suite is PaaS for edge cloud computing, which can be
deployed as external, open/proprietary (Azure IoT Edge is open, the cloud is proprietary
based on Microsoft technologies), de-perimeterised, and insourced cloud solution according
to the CCM by Jericho Forum (see Section 1.1.4), with custom analytics (provided by Azure
Stream Analytics service for the edge cloud) and encrypted communication. The suite does
not focus on authentication and access control or identity management, however, these are
partially covered by Azure Cloud Platform. It is good in addressing opportunities O3,
05, 08, and 09 and threats T5 and T6 according to Section 2.2. Opportunities O1, O2,
and O7 and threats T1, T3, and T4 are not addressed well, mainly due to strict (vendor)
dependency on Microsoft technologies. Contrary to the most of other cloud solutions
described in this report, Azure loT Edge partially solves well threat T5 by the processing
on edge devices even with intermittent cloud connectivity as mentioned above.

3.1.4 Google Cloud loT

Google Cloud IoT is a set of fully managed and integrated cloud computing services that
allows to eagily and securely connect, manage, and ingest IoT data from globally dispersed
devices at a large scale, process and analyse/visualize that data in real time, and implement
operational changes and take actions as needed. Device data captured by Cloud IoT Core
gets published to Cloud Pub/Sub for downstream analytics. Ad-hoc analyses can be done
using Google BigQuery'?, advanced analytics and machine learning with Cloud Machine
Learning Engine'®, or visualisation of IoT data results with rich reports and dashboards
in Google Data Studio!S. [65]

According to [66], Google Cloud IoT is managing, storing, or analysing device metadata
(such as identifier, model, or hardware (HW) serial number), state information, telemetry
(data usually collected through sensors and available through channels in the cloud), and
operational information (such as central processing unit (CPU) operating temperature
and battery state). The devices can be connected into the cloud directly!”, or through
a gateway’s HW interfaces as sensors. Devices might handle and process the sensor data
before sending them into the cloud, e.g., to convert, package, validate, sort, enhance,
summarise, or combine the data from one or more sensors and time spans. After that, the
data is submitted via an encrypted connection to the cloud by Google Cloud Pub/Sub!®

Bhttps://github.com/azure/iot-edge

https://cloud.google.com/bigquery/

5https://cloud.google.com/ml-engine/

https://wuw.google.com/analytics/data-studio/

"For HW and SW partners of Google Cloud IoT, see https://cloud.google.com/iot/partners/.
8https://cloud.google. com/pubsub/
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globally durable message ingestion service (for any data), or by Stackdriver Monitoring
or Logging'® (for operational data and events). In the cloud, data can be processed in
pipelines (transformed, aggregated, enriched, and moved into final storage locations) by
Cloud Functions?® or Cloud Dataflow?! services. The processing pipelines may include
storing data in Firebase platform??, Cloud Storage Nearline??, or Cloud Bigtable?*, or data
analytics in Cloud Datalab?®, BigQuery, and others described in the paragraph above.

Contrary to the other vendors discussed in this document, Google Cloud IoT provides
just a basic PaaS cloud solution without any specialisation to particular application area,
such as to manufacturing industry. Although the existence of experimental applications of
Google Cloud 10T for selected areas, such as a connected vehicle platform in [67], practical
applications are supposed to be provided by HW and SW partners, such as Mnubo (see
Section 3.1.6). Google Cloud ToT implements edge computing (however, not such good
as Azure IoT Edge in Section 3.1.3) and can be deployed as external, proprietary, de-
perimeterised, and insourced /outsourced (depends on the particular implementation) cloud
solution according to the CCM by Jericho Forum (see Section 1.1.4). Custom as well as
Big data analytics is supported (see the paragraph above). There is end-to-end security
(encrypted communication), however, advanced authentication, access control, and identity
management should be provided explicitly, e.g., by integration of Google Cloud Identity &
Access Management service?® or other third-party services.

Google Cloud IoT is good in addressing opportunities O1 (low-cost commodity HW),
03, 05, 08, and 09 and threats T3 (open data) and T6 according to Section 2.2. Oppor-
tunities O2 (proprietary) and O4 (very variable architecture) and threats T1, T4, and T5
(processing mostly in the cloud) are not addressed well. In the case of opportunity O7,
although there is a connected vehicle platform [67], it is a rather experimental proof-of-
concept use case than a ready-to-use practical solution.

3.1.5 SAP Cloud Platform for loT

SAP Cloud Platform for IoT is a platform based on SAP HANA Cloud Platform which can
help quickly develop, deploy, and manage real-time IoT and machine-to-machine (M2M)
applications. From SAP HANA Cloud Platform based on SAP HANA Database, the loT
platform inherit the ability of real-time in-memory stream processing and support for text
analysis, geo-spatial and series data, and location services with a graph engine. [68]
According to [69], an IoT device can register itself into SAP Cloud Platform by Remote
Device Management Service. After the registration, the device sends messages to or re-
ceives messages from the cloud by communication with Message Management Service. The
messages sent into the cloud can be directly processed by third-party services (such as by
a document service) and are stored into SAP HANA?7, or into relational databases SAP
MaxDB?® and SAP ASE?°, where the messages can be retrieved by IoT application running
in the cloud. The applications can also send messages to and receive messages from the

Yhttps://cloud.google.com/stackdriver/
2Ohttps://cloud.google. com/functions/
'https://cloud.google . com/dataflow/
nttps://firebase.google.com/
Zhttps://cloud.google. com/storage-nearline/
*https://cloud.google.com/bigtable/
Zhttps://cloud.google.com/datalab/
26https://cloud.google. com/iam/
*Thttps://www.sap.com/products/hana.html
2http://maxdb.sap.com/
Yhttps://www.sap.com/products/sybase-ase.html
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devices by direct communication with Message Management Service. Both the devices and
the applications can communicate with Message Management Service via HT'TP or Hyper-
text Transfer Protocol over Transport Layer Security (HTTPS), WebSocket, and MQTT
protocols. The communication is encrypted by Transport Layer Security (TLS) and devices
are authenticated by OAuth or client certificates, while the applications are authenticated
by username and password, or by OAuth. For secure device registration management by
means of IoT Service Cockpit application, Security Assertion Markup Language (SAML)
is utilised.

SAP Cloud Platform for IoT is PaaS for edge cloud computing, which can be deployed
in public cloud as external, proprietary, de-perimeterised, and insourced cloud solution
according to the CCM by Jericho Forum (see Section 1.1.4). Despite of the categorisation
as the edge cloud computing, device data processing is done solely in the cloud, not on the
edge devices that just send (or receive) the data (contrary to the edge cloud solutions of
other vendors). The data received from IoT device are can be stored into SAP HANA for
Big data analyses or analysed by custom services (directly or by storing in and querying
relational databases). Security is ensured by encrypted communication and authentication.
Possible access control and identity management should be implemented in external OAuth
service.

The platform is good in addressing opportunities O4 (predefined architecture), O5, O8,
and 09 and threat T3 (open databases) according to Section 2.2, however, the rest of the
opportunities and threats are not addressed well due to proprietary technologies, simple
security, and the predefined (fixed) architecture with just elementary cloud services in SAP
Cloud Platform for [oT. Although the existence of SAP HANA Cloud Platform services and
use-case applications for various application domains, they have poor public documentation
and no or just simple integration with SAP Cloud Platform for IoT (no real edge/fog cloud
computing).

3.1.6 Mnubo: Analytics for Industrial Equipment

Mnubo is an SaaS solution providing a comprehensive Big Data platform catering to loT
via three solutions: mnubo SmartObjects cloud, mnulabs and mnubo SmartObjects ana-
lytics. Mnubo facilitates business logic modelling and Big data analytics. It is the premier
platform for ToT developers to build, deploy and manage real world business rules and
applications using machine data and derive advanced analytics and business insights for
further innovation. [70]

According to [71], mnubo SmartObjects is IoT cloud for receiving, processing, and an-
alytics on events (data) from objects (assets) and their owners (customers). Objects are
assets such as IoT devices of partner IoT platforms® (e.g., Google Cloud IoT enabled
devices). An event consists of an event type (a source of the change), a timestamp and one
or more optional numerical or non-numerical time-series values. By the event, SmartOb-
jects cloud is notified that an object change has taken place. The objects send events via
REST API to a private server connected to a public cloud in a hybrid cloud deployment,
or directly to the public cloud. In both cases, the public cloud is utilised for data ana-
lytics. The communication is encrypted by HT'TPS and each event is secured by a client
access token which the client device gets from the cloud after successful registration by the
client’s identifier and secret. SmartObjects public cloud provides cloud services for Activ-
ity /Inactivity Analytics, Enrichment (by geographical and weather context of the device),
Life Cycle Analytics, Scoring (by owners), Session Analytics (between a specific start and

3http://mnubo . com/partners/
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stop event), Time-series Predictions, and artificial intelligence (AI)/machine learning (ML)
Workbench (for machine learning and predictions).

As mentioned above, mnubo is a SaaS solution with public or hybrid cloud deployment.
It utilises underlying PaaS of partner [oT platforms, such as Google Cloud [oT. According
to the CCM by Jericho Forum (see Section 1.1.4), mnubo can be categorised as exter-
nal, proprietary, de-perimeterised, and outsourced cloud solution. For security, mnubo
encrypts communication and requires authentication of the devices by access tokens or
secret passwords. Currently, there is no custom identity or access control management.

Mnubo is good in addressing opportunities O5 and 09, and threat T1 (support for
various PaaS) according to Section 2.2. Threats T3 and T4 are not addressed well as the
SaaS solution is proprietary and closed (except for client libraries that are open-source).
Addressing of other opportunities and threats depends on utilised underlying PaaS.

3.2 Comparison of Selected Cloud Computing Services

After a consultation with a target audience of this report, three cloud computing services
have been selected for a thorough analysis and comparison — ThingWorx by PTC; Mind-
Sphere by Siemens; and Predix by General Electric (GE). All of these platforms support
industrial edge computing by the IoT concept and can provide services at various degrees
of complexity, from a simple integration of IoT in the case of ThingWorx to PaaS analytics
in the case of Predix.

3.2.1 PTC ThingWorx

In May 2017, PTC3! has already released the version 8 of platform for IoT and augmented
reality (AR) called ThingWorx®2. ThingWorx is said to be an open PaaS devoted for
IoT and AR built over ThingWorx Foundation, which enables to interconnect various
devices in ToT (especially their sensors) and deliver their data to whatever a customer
may need. Together with a set of other applications and utilities, it provides a way for
edge computing together with industrial real-time operational intelligence to make more
proactive and faster decisions. Moreover, tools and tool-chains are prepared to develop
user specific applications for AR and IoT in general. Namely, the ThingWorx Foundation
is surrounded with ThingWorx Analytics, ThingWorx Utilities, ThingWorx Studio, and
ThingWorx Industrial Connectivity®®. To extend the IoT technology stack in ThingWorx
to M2M applications, Axeda Corporation was acquired by PTC in 2014 and Axeda Machine
Cloud3* was integrated into PTC ThingWorx.

ThingWorx may be running either on servers hosted by PTC, or it can be deployed
on AWS IoT?3® [58], and finally Microsoft Azure IoT Hub3® is also supported. Moreover,
deployment on user cloud machines is probably possible as well if agsuring and providing
necessary features. After deployment, the ThingWorx PaaS provides ready-to-use envi-
ronment, where various elements may be interconnected and deployed, such as a user
specific data store (various database management systems are supported, including SAP),
industrial analytical applications, AR applications for end-users, etc.

3https://www.ptc. com/

3https://www.thingworx . com/

335ce https://www.thingworx.com/platforms/thingworx-foundation/ and therein referenced items
34https:/ /www.ptc.com/axeda

3https://aws.amazon.com/iot/

30https://azure.microsoft.com/en-us/services/iot-hub/
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Characteristic Service Model: PaaS

Users obtain a ready-to-use platform with numerous extensions and development tools to
build their own applications. Thus, users can communicate with numerous devices in a
uniform way to deliver analytical information about usage/status of the devices in IoT
and, therefore, prediction of possible failure may be detected in advance. Other typical
usage is creation of AR applications supporting end-users (e.g., showing an end-user how
to fill in cooling liquid in her /his car) or even service-engineers (e.g., how to replace broken
pump in a car).

All the tools and ready-to-use utilities are built around ThingWorx Foundation. Thing-
Worx Studio allows application development, where AR applications are targeted to iOS,
Android, and HoloLens?”.

Cloud Architecture: Edge

The architecture of ThingWorx is quite simple. It connects loT devices with target applica-
tions consuming data provided by the IoT devices. Thus, there are basically three elements
present in the chain: a source IoT device, ThingWorx PaaS, and a target application of
any kind.

The ThingWorx Foundation defines these three elements the following way.

1. The ThingWorx Foundation Core includes Application Enablement Platform (AEP)
and Platform Services.

2. The ThingWorx Foundation Connection Services include Connection Servers, De-
vice/Cloud Adapters, and Tunneling Servers.

3. The ThingWorx Foundation Edge includes Edge MicroServer and Edge “Always On”
software development kit (SDK).

Around ThingWorx Foundation, there are four additional SW applications/tool-sets that
provide ways to build applications, connect SW devices, perform analytical operations, etc.
Applications for AR can be easily built using ThingWorx Studio [72]. ThingWorx Industrial
Connectivity connects various devices providing a single source for all industrial automation
data®®. ThingWorx Analytics3 provides analytical and predictive operations. The essen-
tial parts of ThingWorx Analytics are ThingWatcher, ThingPredictor, ThingAnalyzer, and
ThingWorx Analytics Server. Finally, ThingWorx Utilities*® allow management of devices
in IoT. Their essential parts are a support for device management, process workflow, and
integration on the level of IoT.

CCM Classification: External/Internal, Proprietary, De-perimeterised,
Insourced /Outsourced

According to the CCM by Jericho Forum (see Section 1.1.4), ThingWorx can be catego-
rized as both external and internal (it is deployed in PCT infrastructure by default or it
can be deployed on AWS, or Microsoft Azure clouds). It is proprietary (a closed-source
solution). It can also be seen as de-perimeterised (the authentication and access control are
implemented by application developer, connections done in ThingWorx Foundation may

3Thttps://www.microsoft.com/microsoft-hololens/en-us

38see https://wuw.kepware.com/en-us/
3https://www.thingworx.com/platforms/thingworx-analytics/
“Ohttps://www.thingworx.com/platforms/thingworx-utilities/
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direct data to almost any target). Finally, it can be used as an insourced cloud service (the
private cloud can be operated by the organisation’s employees if required), but outsourcing
is possible as well.

Nevertheless, there both the option of the external or internal deployment and the option
of outsourcing or insourcing, thus, several different approaches can be used. For such
options PTC offers enough experience [73] and solutions for their customers including
several certifications on the side of PTC/ThingWorx, “... ThingWorx Platform delivered
either at their own premises, or via our SSAE 16/SOC 2 audited on-demand centers with
[S0O27001:2013 certified systems and operations group with commitment to the security of
our (PTC) services for our (PTC) customers” [74].

Data Analytics: Predefined, or Custom

ThingWorx Platform offers ThingWorx Analytics as its essential part. Moreover, various
simple and even more complex visualization toolboxes are available in ThingWorx Studio
and can be part of possibly AR application build for particular IoT device.

As it has already been mentioned above, ThingWorx Analytics contains several parts
that enable data observation, prediction of future device behavior, workflow management,
and others.

Besides that, ThingWorx Platform enables especially interconnection of various elements
and, thus, user-developed or third party Big data analytical tools and applications can be
used as they can be connected to a uniform data stream provided by ThingWorx Platform.
Besides others, SAP [68] can be also connected and its analytical features can be exploited
this way.

Security: Encrypted Communication, Authentication and Access Control

The ThingWorx Platform is a mean that provides uniform data transfer between a source
(usually device in ToT) and a target (monitoring application, storage, etc.). Thus, there
are only two potentially vulnerable items on the way. The communication line and the
ThingWorx Platform itself. If we omit ThingWorx Platform and take it as safe and cor-
rectly working then the communication must be secured. It has already been mentioned
above [74] that PTC supports via other tools and solutions a complex way, how to secure
not ounly transfer of data, but their secure and safe storage, processing, etc. The way of
securing is mainly in the hands of developers and their skills, from the side of ThingWorx
and PTC, there is a full support.

To fulfil the security requirements, the ThingWorx Platform provides an extremely gran-
ular security model for data isolation and service execution [74]. That means in particular
HTTPS authentication, delegation to Lightweight Directory Access Protocol (LDAP), in-
dustrial standards such as SAML and single sign-on, including even integration with other
tools, e.g., SAP. The ThingWorx Platform internally uses an access control list to allow
authorization on virtually every single operation.

Opportunities

The following opportunities according to Section 2.2 can be addressed by ThingWorx
Platform with comments:

01 Low initial investment — pricing policy is hidden, moreover, Czech Republic is not
listed among countries available for subscription policy. Nevertheless, ThingWorx
Studio is offered for at least 90 days trial (even 120 days trial is possible in particular
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cases). Many other services are provided online by PTC, without necessity to run
locally any IT resources. Nevertheless, for serious work in a production this is not
an option. Thus, it is possible to expect an initial cost to run serious development.

Qutsourcing and IT service management — all services can be outsourced and deliv-
ered by some third parties. E.g., ThingWorx Platform by PTC, data stores by other
providers, etc.

Mashups — the ThingWorx Platform is mainly devoted for uniform interconnection
of data providers and data consumers. Thus, creation of a mashups later, after
establishing some particular applications should not be a problem.

Scalability — the ThingWorx Platform is initially developed as a cloud service, thus
there should be no problem with scalability.

Connected vehicle — the ThingWorx Platform can be used together with well de-
veloped applications in a way to directly support a connected vehicle via IoT and
edge computing. Data gathered in a car are after initial processing transferred in
the uniform way via ThingWorx Platform to applications that further process and
analyse the data in order to, e.g., optimize traffic, predict malfunction, etc.

Better monitoring (transparency) — the ThingWorx Platform tries to deliver uniform
access to data streams with various target applications, thus, with proper applications
the monitoring can be much simpler. Such applications can be either developed in-
house, or some ready-to-use solution can be used if available.

Threats

The following threats according to Section 2.2 are softened or should be addressed in
ThingWorx Platform applications:

T1

T3

T4

T5

T6

Dependency and vendor lock-in — the ThingWorx Platform is a proprietary SW,
thus, even if developing our own applications over this platform, it means in many
ways a danger that if anything happens to framework, it is necessary to rebuild even
a large portion of application ecosystem developed.

Data lock-in, data confidentiality, and shared reputation — this may be a threat only
if data stores provided by PTC are used. On the other hand, routing data from IoT
devices to ThingWorx hosted by PTC and then back is not feasible neither. Never-
theless, data can be encrypted by functions provided within ThingWorx Platform.
However, the encryption may slow down the execution of later data processing.

Non-transferable responsibility — if the ThingWorx Platform is operated locally then
there is no problem with non-transferable responsibility. Nevertheless, if some other
cloud provider is used (e.g., PTC, Amazon) then there is a problem, that must be
solved by suitable agreements.

Data transfer bottlenecks — the ThingWorx Platform enables large scale networks
and even quite large data amounts to be transferred from quite distant places. If the
application is sensitive on proper timing of data delivery then it may be a problem.
Nevertheless, this is a general problem of cloud computing.

Performance unpredictability in multi-tenant environments — the ThingWorx Plat-
form is not devoted for real-time operation in a sense of committing any time inter-
vals, thus this should not be a problem.
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Summary

ThingWorx Platform offers many possibilities, how devices of loT can be monitored, con-
trolled, presented to users, analysed, and maintained. This comprises not only one partic-
ular device, but a series of devices and a whole workflow coupled with such tasks. Even if
ThingWorx Platform offers many predefined and prepared utilities and tools, it especially
provides a unified and uniform way to access data provided by IoT and to build various
applications. Such applications can start from monitoring and failure prediction to AR
applications targeting either servicing staff or end-users of a customer. We can say, it is
a large framework enabling edge computing and handling of devices in IoT in a uniform
way providing many (development) tools, utilities, and application components to create
required applications.

It is a well established platform. Thus, it enables reuse of existing elements, e.g.
computer-aided design (CAD) files to build AR applications, or storage and analytical
tools well connected with SAP. Moreover, it offers ready-to-use building blocks to develop
customer applications of various purposes and targeting.

3.2.2 Siemens MindSphere

In July 2016, Siemens launched a platform for industrial cloud called “MindSphere — the
cloud-based, open IoT operating system from Siemens”. According to [75], MindSphere is
an open cloud platform offered in the form of PaaS which is designed as an IoT operating
system with data analytics and connectivity capabilities, tools for developers, applications
and services. It should help to evaluate and utilise industrial data and to gain breakthrough
insights, e.g., to drive the performance and optimization of assets for maximized uptime.
Despite of the fact that “MindSphere offers customers a development environment in which
they can integrate their own applications and services” [75], MindSphere and its Mind Apps,
which are Siemens applications running on MindSphere, are currently (June 2017) still in
a closed beta version with limited access without any application store and application
development documentation*’.

In this section, Siemens MindSphere will be analysed and evaluated for the comparison
in the current closed beta version, together with SAP Cloud Platform based on SAP HANA
for data analytics. Both of these cloud computing solutions are utilising Cloud Foundry
platform*?, so they can be deployed in cloud environments supporting Cloud Foundry?*3.
While Siemens MindSphere is not yet publicly available for Cloud Foundry, SAP Cloud
Platform is strongly utilising Cloud Foundry. Moreover, SaaS products by SAP, such as
SAP S/4 HANA or SAP Business ByDesign, are well-integrated with Cloud Foundry and

ready-to-use in its environment.

Characteristic Service Model: SaaS (PaaS prospectively)

Currently, MindSphere is implementing SaaS cloud service model where customers are
provided with a SW running in cloud (MindSphere Launchpad). Despite of the fact that
a customer needs to install customisable edge devices (MindConnect elements) that would
be ready to perform various tasks, these devices just report data to the cloud and do not
host any cloud service by themselves. Moreover, the development of custom applications
running in the MindSphere cloud (MindApps) is not yet supported in the closed beta

4lsee https://community.plm.automation.siemens.com/t5/x/x/m-p/409469 and https://community.

plm.automation.siemens.com/t5/x/x/m-p/412773
“https://www.cloudfoundry.org/
3 Actually, Siemens MindSphere is based on SAP HANA Cloud Platform which is utilising Cloud Foundry.
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version, so only predefined applications implemented by Siemens are currently available as
SaaS.

However, according to [75], MindSphere is designed for PaaS service model and both the
customisation of edge devices and the development of custom cloud applications running
on MindSphere platform will be available in the near future.

Cloud Architecture: Edge

According to [76], MindSphere architecture is structured into three layers: MindSphere
cloud, MindConnect elements, and industrial assets. In the middle layer of MindConnect
elements, MindConnect Nano and smaller MindConnect 1072040 devices read monitoring
data of industrial assets from SIMATIC S7-300/400 PLCs and OPC-UA servers at the
bottom layer via an industrial Ethernet network. After the MindConnect elements establish
a connection to MindSphere cloud via Internet (another Ethernet interface), the collected
data from assets are transferred into MindSphere cloud. At the top layer, MindSphere
cloud offers means to monitor asset status from the collected and transferred data via
MindSphere Launchpad web user interface.

MindSphere Launchpad is an entry point to the user interfaces (i.e., MindApps) for data
visualization and configuration. MindApps can be opened from an up-to-date browser with
HTML5 capabilities. In MindSphere, users can create, configure, onboard, and visualize a
“digital twin” of an asset via graphical interfaces. [76]

Currently, in its closed beta version, MindSphere Launchpad provides three system Min-
dApps applications: MindSphere Asset Configuration, MindApp Fleet Manager, and Mind-
Sphere User and Customer Management. According to [76], the Asset Configuration offers
means to perform configuration on an asset and MindConnect Nano/IoT2040 device to
define the asset’s monitoring data structure and properties, to setup connections of the
MindConnect Nano/IoT2040 device to monitored assets and MindSphere cloud, and to
manage metadata on the assets (e.g., their geographical location). Fleet Manager is used
for getting an overview of existing assets and their basic information as well as visualization
of asset data including detailed data analysis — to look at various variables with various as-
pects and view them in three different types of charts (line, pie, and bar charts) in different
time frames. User of the Fleet Manager can also create manual requests, such as warnings
or maintenance requests, or define rules for automatic generation of the requests. Finally,
there are MindApps for User Management application to create and manage MindSphere
Launchpad users of two roles (“admin” and “user”) and Customer Management application
where “admin” users can create accounts for their customers and assign them their assets.

This architecture is in accordance with the edge cloud computing where data are ex-
tracted from assets by edge devices (running MindConnect elements) and transported
into cloud for further processing (MindSphere cloud). IoT edge devices are managed by
MindSphere Asset Configuration. It is neither a static architecture (the edge device are
participating dynamically) nor a fog computing architecture (edge devices just serve to
other services in the global cloud).

CCM Classification: External/Internal, Proprietary, De-perimeterised, Insourced

According to the CCM by Jericho Forum (see Section 1.1.4), MindSphere in the closed
beta version can be categories as both external and internal (it is deployed in Siemens IT
infrastructure by default or can be deployed on a private cloud), proprietary (a closed-
source solution provided by Siemens including HW devices for MindConnect elements),
de-perimeterised (the authentication and access control are implemented by vendor in
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MindSphere User and Customer Management applications, i.e., outside of an organisation’s
IT infrastructure perimeter), and insourced cloud service (the private cloud can be operated
by the organisation’s employees if required).

Still, this categorisation is very informal and unsettled as MindSphere is in the closed
beta version where it is available to selected partners only and probably highly customised
to their needs. In these cases, the individually customised deployments may include var-
ious custom MindApps deployed in hybrid clouds, both internal and external, insourced
and outsourced, and integrating open technologies, such as from Cloud Foundry, with
proprietary MindSphere.

Data Analytics: Predefined, or Big Data (with SAP HANA Cloud Platform)

Internally, MindSphere is based on SAP HANA Cloud Platform®*, that is SAP Cloud
Platform with SAP HANA in-memory database available as PaaS. SAP HANA provides
a cloud runtime environment for applications storing, manipulating, and querying data
according to the concepts of Big data and Fast data discussed in Section 1.2.3. Despite of
this fact, the closed beta version of MindSphere in its MindApp Fleet Manager application
enables its users only with elementary data views, visualisations, and analytics. According
to [76], it is possible to filter data by their source, time, and aspects, to view their various
variables with the aspects, numerically or in three different types of charts (line, pie, and bar
charts) in different time frames. User of the Fleet Manager can also create manual requests
or define rules automatically generating the requests, such as warnings or maintenance
requests.

The analytic features described above are quite simple with predefined ways how to
query, view, and analyse the data. This analytics works quite well, especially for time
series, that is for sequences of measurements produced by data sources over time [76].
However, the analytics in MindApp Fleet Manager application will be hardly sufficient
for a large-scale monitoring, e.g., in a manufacturing cloud. Contrary to that, the ability
to use SAP HANA Cloud Platform for the data analytics and visualisation would bring
full support of Big data analytics and a very good integration with Big data processing
systems, such as with SAP Vora®>. We expect such Big data analytics will be available
in MindSphere in near future versions (or in the case of highly customised deployments of
the closed beta version).

Security: Encrypted Communication and Storage, Authentication, Access Control

Communication between MindConnect elements, i.e., MindConnect Nano/IoT2040 de-
vices, and MindSphere cloud is encrypted via HT'TPS. On each device, there is only one
HTTPS outbound network port opened (i.e., no inbound or other outbound connections)
and a configuration is done via a local HW port or remotely from MindSphere Asset Con-
figuration in MindSphere Launchpad. The authentication and access control are managed
by MindSphere User and Customer Management in MindSphere Launchpad with two pre-
defined user roles (“admin” and “user”). Unfortunately, no information is available on an
advanced configuration of these security features, such as on setting a custom HTTPS
certificate for the encrypted communication, custom user roles and other access control
settings, or utilising of external identity management and authentication services for single
sign-on, etc.

“https://www.sap.com/products/hana-enterprise-cloud.html
Yhttps://www.sap.com/products/hana-vora-hadoop.html


https://www.sap.com/products/hana-enterprise-cloud.html
https://www.sap.com/products/hana-vora-hadoop.html

52 3.2 Comparison of Selected Cloud Computing Services

Also cloud infrastructure security is not discussed in details in the closed beta ver-
sion of MindSphere, although, available security features can be guessed from underlying
technologies, i.e., SAP HANA Cloud Platform and Cloud Foundry. For example, SAP
Cloud Platform [77] implements many security measures, such as application and network
sandboxing, customer and network segregation, secure communication, secure application
containers, system hardening, client media encryption, and backup and log security. Simi-
larly, Cloud Foundry [78] can offer virtualisation container isolation and encryption as well
as identity management and authentication services.

Opportunities

The following opportunities according to Section 2.2 can be addressed by Siemens Mind-
Sphere and SAP Cloud Platform with comments:

O1 Low initial investment — Siemens MindSphere can be deployed in a minimal config-
uration of one MindAccess User license?® for a public MindSphere cloud deployment
and one MindConnect Nano/IoT2040 device where industrial assets such as PLCs
can be connected. The MindAccess User license enables a customer to access and
use MindSphere Platform and the included MindApps for a fixed monthly fee (for
the first 50 users of the customer) and a monthly usage fee depending on the con-
figuration (additional users, data model and number of connected assets, usage of
MindApps). In April 2017, the cost of one MindConnect Nano device was 990 EUR
and the cost of the MindAccess User license was 150 EUR per month*?. In the case
of a private cloud deployment of MindSphere, e.g., for security reasons, the initial
investment would be much higher.

02 Outsourcing and IT service management — By default, Siemens MindSphere is a
ready-to-use solution provided in a public cloud deployment, so it is outsourced
by Siemens. Although MindSphere is based on Cloud Foundry with SAP HANA
Cloud Platform which should be deployable on any Cloud Foundry compatible IT
infrastructure or IaaS cloud service, moving from Siemens to another vendor may not
be easy for many reasons, especially in the current closed beta version of MindSphere
(proprietary protocols, insufficient documentation, etc.).

03 Mashups — Currently, the closed beta version of MindSphere is not ready for integra-
tion with another cloud services provided by Siemens or another vendors. Therefore,
mashups are problematic.

05 Scalability — As MindSphere is running on Cloud Foundry with SAP HANA Cloud
Platform, its scalability is very good.

09 Better monitoring (transparency) — Siemens MindSphere is designed and built for
gathering, processing, storing, and analytic presentation and visualisation of mon-
itoring data of connected industrial assets. Therefore, it can significantly improve
monitoring of the assets in manufacturing and increase transparency of running pro-
duction processes.

Currently, Siemens MindSphere is just an industrial data monitoring and analysis plat-
form without full support of CMfg as defined in Section 2.1.2). Therefore, Siemens Mind-
Sphere cannot address opportunities O7 (Connected vehicle) and O8 (Agile manufacturing)

46see https://support.industry.siemens.com/cs/products/9ac2513-3mj11-4nd4
4Tsee https://community.plm.automation.siemens.com/t5/x/x/ta-p/403910
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that may be interesting for manufacturing industry. However, with going public and en-
abling Mind Apps application development for MindSphere, there will probably emerge also
better support for CMfg and integration with other Siemens products, e.g., for automotive
manufacturing.

Threats

The following threats according to Section 2.2 are softened or should be addressed in
Siemens MindSphere and SAP Cloud Platform applications:

T1 Dependency and vendor lock-in — With Siemens MindSphere, there is a strong de-
pendency on Siemens technologies (e.g., MindConnect Nano/IoT2040 are proprietary
closed HW devices) as well as on underlying commercial products in SAP HANA
Cloud Platform. The vendor lock-in is possible.

T3 Data lock-in, data confidentiality, and shared reputation — In the case of a public
cloud deployment of Siemens MindSphere, it may be difficult to protect data in
accordance with well-established security policies of a customer’s organisation as
well as to migrate data to another cloud computing vendor with a different product.
However, the issue can be solved by using a private cloud based on Cloud Foundry
and SAP HANA Cloud Platform for MindSphere where the data are fully controlled
by the customer’s organisation.

T4 Non-transferable responsibility — In the case of a private cloud deployment of Siemens
MindSphere, non-transferable responsibilities are not problem. However, the situa-
tion may be different in the case of the default public cloud deployment where the
responsibilities must be formally defined in contracted Service Level Agreements
(SLAs).

T5 Data transfer bottlenecks — For communication between MindConnect elements,
i.e., MindConnect Nano/IoT2040 devices, and public MindSphere cloud, a direct or
forwarded Internet connection is required. This connection can be a data transfer
bottleneck due to its limited capacity or availability. However, a temporarily missing
or insufficient Internet connection should not be problem, as the MindConnect ele-
ments are able to buffer data if off-line and send them as soon as a sufficient Intenret
connection is available.

T6 Performance unpredictability in multi-tenant environments — As MindSphere cloud
is utilised only for monitoring data analyses (filtering, presentation, and visualisa-
tion), not for real-time or near-real-time task such as virtual programmable logic
controller (VPLC) or VRC, the performance unpredictability is not a valid threat in
this case.

Summary

Although Siemens MindSphere is built on SAP HANA Cloud Platform and Cloud Foundry
that are utilised as PaaS/TaaS, it is a closed proprietary cloud service. The MindSphere
platform declares itself to be PaaS for MindApps development but it is actually, in the
current closed beta version, more a SaaS solution without publicly available development
documentation and tools. These two disadvantages are considered a big handicap and
should be eliminated. Moreover, MindSphere is not suitable for full-featured manufactur-
ing cloud, as it is primarily designed for monitoring rather than controlling of connected
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industrial assets. Finally, MindSphere currently allows only elementary monitoring data
analyses in predefined MindApps and development of custom MindApps with Big data
analytics is problematic due to missing documentation, tools, and no well-established in-
tegration with Big data processing SW.

Despite disadvantages above, Siemens MindSphere is an interesting project with mean-
ingful applications for production asset monitoring and management in manufacturing
industry, especially where another Siemens technologies are utilised for the assets, e.g., as
PLCs.

3.2.3 GE Predix

Predix by GE is a cloud computing platform for the collection, analysis, and presenta-
tion of data from industrial machines to predict potential problems, conduct preventative
maintenance, and reduce unplanned downtimes [79].

Characteristic Service Model: PaaS

As described in [79], Predix Cloud is a core of the Predix platform for industrial Internet
(a network of industrial devices) which consists of a scalable cloud infrastructure serving
as a basis for PaaS. Developers utilise the Predix Cloud platform to create, deploy, and
run industrial Internet applications, both predefined by Predix and custom implemented
in Java, Matlab, or Python programming languages. Predix itself does not provide a
cloud core platform or an infrastructure as services, i.e., PaaS/IaaS; that is delegated
to underlying Cloud Foundry framework*®, so Predix platform can run on any public,
private, or hybrid cloud infrastructure which supports the Cloud Foundry technologies.
Also SaaS is not the service model directly offered by Predix as the services are usually
custom implemented or composed from the Predix platform components, despite the fact
that there exist several predefined cloud applications.

Cloud Architecture: Edge

In Predix, the cloud architecture consists of components of five types: Predix Machine,
Predix Connectivity, Predix EdgeManager, Predix Cloud, and Predix Services.

Predix Machine is a SW, which communicates with the industrial assets and with Predix
Cloud and where local applications are running, such as edge analytics. Predix Connec-
tivity can be utilised to provide Predix Machine components with network connectivity to
Predix Cloud if a direct Internet connection is not readily available (otherwise, Predix Ma-
chine and Predix Cloud are connected directly via Internet, without Predix Connectivity).
Predix EdgeManager manages edge devices that are running Predix Machine components.
Predix Cloud is a global cloud infrastructure for running Predix Services and a marketplace
of catalogue services where developers can publish their own services as well as consume
and integrate services from third parties. And finally, Predix Services are industrial services
that developers can use to build, test, and run industrial internet applications.

This architecture is in accordance with the edge cloud computing where data are ex-
tracted from edge devices (running Predix Machine) and transported into cloud for further
processing (transported via Internet or by Predix Connectivity to Predix Cloud to be pro-
cessed by Predix Services). IoT edge devices are managed by Predix EdgeManager. It
is neither a static architecture (the edge devices are participating dynamically) nor a fog
computing architecture (edge devices just serve other services in the global cloud).

“®https://www. cloudfoundry.org/
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CCM Classification: Internal, Proprietary, De-perimeterised, Insourced

According to the CCM by Jericho Forum (see Section 1.1.4), Predix can be categories as
internal (it can be deployed on a private cloud running Cloud Foundry), proprietary (a
closed-source solution provided by GE), de-perimeterised (the authentication and access
control are implemented by predefined User Account and Authentication Service and Ac-
cess Control Service, respectively, both running in Predix Cloud managed a cloud provider,
that is outside of a customer’s IT infrastructure perimeter), and insourced cloud service
(the private cloud can be operated by the customer’s employees if required).

In the case of non-private cloud deployments of Predix Cloud on Cloud Foundry
PaaS/IaaS service provided in public or hybrid cloud, the classification may be differ-
ent, e.g., the Predix cloud service may be external and outsourced (data can be stored and
operated by a third party of the IaaS cloud provider).

Data Analytics: Custom

In Predix, the entry point for all data incoming from various data sources is an ingestion
pipeline. According to [79], the ingestion pipeline enables data to be received via HTTP
streaming for real- or near-real-time data (Fast data, see Section 1.2.3) or File Transfer
Protocol (FTP) for more batch-style processing. Moreover, before the data is stored, it
can be processed in the pipeline, e.g., annotated, combined with other data, processed
as complex events (the system is looking for a combination of certain types of events to
create a higher-level business event), etc. The data can be stored in a distributed scalable
data store for time series (suitable for sensor data with series of measurement values), a
binary large object (BLOB) store (for large image data up to 10 GB), and in PostgreSQL**
open-source relational database (for relational data).

Analyses on the data can be performed in orchestrations of multiple predefined and cus-
tom analytics services defined in an analytic catalogue. The analytics services can perform
operational analysis of the current data and historical analysis of data from the data stores
above. There is a set of predefined analytics services in the catalogue that include complex
algorithm implementations in areas such as anomaly detection and ML [79]. Moreover,
another custom analytics services can be written in Java, Matlab, and Python. The or-
chestrations of analytics services are described in Business Process Modelling Notation
(BPMN), version 2.0, and executed by an orchestration runtime service on demand. By
the orchestration of the services for both operational analysis and historical analysis, it is
possible to implement complex trend analyses and others.

As described above, the Predix ingestion pipeline focus on Fast data ingestion, trans-
portation, and processing. The time series and BLOB data stores support storage of data
from the ingestion pipeline as Big data. However, Predix is not a Big data analytics cloud
platform as described in Section 1.2.3 and thorough Big data/Fast data analytics should
be performed by specialised Big data processing tools, such as Apache Spark®?, that would
be called from the custom analytics service.

Security: Encrypted Communication, Identities, Authentication, Access Control

According to [79], data encryption and authentication/authorisation for access control is
performed by Predix Machine component. In order to provide end-to-end security, Predix

“https://www.postgresql.org/
*Ohttps://spark.apache.org/
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Machine supports a certificate management to provide Secure Sockets Layer (SSL) connec-
tions to the Predix Cloud. Moreover, there is a support for security profiles, authentication,
identity management, and access control by two application security services: User account
and authentication (UAA) Service and Access Control Service.

By means of UAA Service, Predix applications are able to identify and authenticate their
users directly, or by System for Cross-domain Identity Management (SCIM) and OAuth
standards to handle identity management and authentication, respectively. Additionally,
UAA supports SAML, which enables users to login using third-party identity providers.
Predix Access Control service is a policy-driven authorization service that enables applica-
tions to create access restrictions to resources based on a number of criteria, well integrated
with UAA. The policy language is based on JavaScript Object Notation (JSON) and was
developed as an answer to the deficiencies in eXtensible Access Control Markup Language
(XACML). |79]

The Predix security implementation described above focuses on secure data transport
from Predix Machine to cloud and secure access to the cloud services by their users. It does
not deal with cloud infrastructure security, for example, with a secure and reliable data
storage, which may be covered by underlying Cloud Foundry technology. Cloud Foundry
[78] can offer a virtualisation container isolation and encryption as well as its own UAA
service that can be shared with Predix. However, in the case of full outsourcing of both
Cloud Foundry PaaS/laaS and Predix PaaS, the security features may not be enough
to keep data secure according to well-established security policies of most of industrial
organisations.

Opportunities

The following opportunities according to Section 2.2 can be addressed by Predix with
comments:

O1 Low initial investment — Both Predix and underlying Cloud Foundry can be installed
with minimal costs. However, there may be additional investments to new dedicated
HW for Predix Machine components if an existing compatible HW is not available.

02 Qutsourcing and IT service management — Predix is easy to deploy and based on an
open technology by Cloud Foundry which makes it easy to outsource if necessary. It
should be noted that in the case of outsourcing, there can be a different classification
according to the CCM by Jericho Forum and another security issues (see above).

03 Mashups — It is quite easy to mix and integrate various cloud services in Predix on
demand, for example, for data analytics as described above.

05 Scalability — Both Predix services in PaaS and underlying Cloud Foundry in PaaS
or TaaS service models are scalable.

09 Better monitoring (transparency) — Predix strongly supports monitoring of indus-
trial assets, their data are monitored by Predix Machine components and sent to
Predix cloud for analyses.

As Predix is focused on monitoring and analytics, not on the full feature-set of CMfg
(see Section 2.1.2), it probably cannot address opportunities O7 (Connected vehicle) and
08 (Agile manufacturing) that may be interesting for manufacturing industry.
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Threats

The following threats according to Section 2.2 are softened or should be addressed in Predix
applications:

T1 Dependency and vendor lock-in — By utilisation of open Cloud Foundry technology
for PaaS/Iaa$S, there is no vendor lock-in at this level. Yet, at PaaS level, Predix is a
closed proprietary solution where the vendor lock-in should be recognised as a valid
threat.

T3 Data lock-in, data confidentiality, and shared reputation — This threat is minimised
by underlying open Cloud Foundry technology for PaaS/IaaS. The Predix can be
deployed as a private cloud implemented in-house and operated inside a customer’s
organisation.

T4 Non-transferable responsibility — Similarly as the threat above, also the non-
transferable responsibility is not problem in Predix.

T5 Data transfer bottlenecks — Connections of Predix Machines into Predix cloud may
cause possible data transfer bottlenecks. However, this issue can be solved by Predix
Connectivity.

T6 Performance unpredictability in multi-tenant environments — As Predix cloud is
utilised only for monitoring and data analyses, not for real-time or near-real-time
tasks such as VPLC or VRC, the performance unpredictability is not a valid threat
in this case.

Summary

Due to good and flexible architecture with many predefined and customisable components
and for utilisation of open Cloud Foundry technology for PaaS/lTaaS, Predix is a very
good cloud solution for monitoring of industrial assets and analyses of the monitoring data
especially in combination with other data, such as from strategy or business management.
Predix is not suitable for full-featured CMfg, as its Predix Machine is primarily designed
for monitoring rather than controlling of connected industrial assets.

3.2.4 Conclusion

Although none of the compared cloud solutions fully supports CMfg as defined in Sec-
tion 2.1.2), they can be successfully utilised in manufacturing industry for monitoring of
critical assets in the production, observing the progress of production processes, manu-
facturing machines wear and tear, for analysing incidents and optimizing the production.
In the fast processing of large amount of data generated by assets, cloud-based Big data
processing and analytics bring significant cost advantages and ability to make operational
and strategic decisions on the actual data. This Big data processing and analytical features
are (or will be) supported by all of the compared cloud solutions. All the cloud solutions
posses also the ability to run in both public and private cloud deployments, which is im-
portant for minimising threats discussed in Section 2.2. So in these aspects, all three cloud
solutions are quite mature.

Yet, from the cloud solutions for manufacturing industry selected in Section 3.2, we
would recommend to choose GE Predix as it is a well-established solution (contrary to
both PTC Thingworx and Siemens MindSphere) with excellent documentation and based



a8 3.2 Comparison of Selected Cloud Computing Services

on the open Cloud Foundry platform without another proprietary dependencies (contrary
to Siemens MindSphere which is based on SAP HANA Cloud Platform with minimal
documentation), and also with flexible data analytics which can seamlessly integrate Big
data processing SW and another cloud services (contrary to both PTC Thingworx and
Siemens MindSphere).

From other cloud solutions in Section 3.1 and according to the overall results of the
comparison shown in Table 3.1, IBM BlueMix / Watson IoT Platform is the most promising
solution for possible development of CMfg.



4 Executive Summary

Cloud computing aims to solve well-known problems of information technology (IT) sys-
tems, such as high maintenance and IT infrastructure costs, low scalability and agility,
problematic outsourcing, and others. To address these issues, cloud computing employs
progressive techniques, such as distributed computing, virtualisation, virtual-private net-
working, etc. A combination of these techniques enables to build cloud computing systems
with six essential characteristics: on-demand self-service, broad network access, resource
pooling, rapid elasticity, measured services, and multi-tenancy. According to IT com-
ponents (infrastructure, platform, and software (SW)) that are implemented by a cloud
computing system, the system implements one of the three service models: Infrastruc-
ture as a Service (laaS), Platform as a Service (PaaS), and Software as a Service (SaaS).
Moreover, according to deployment of hardware (HW) and SW running the cloud system,
we can distinguish private, public, or hybrid cloud, owned by a customer, a provider, or
both of them. In practice, security in cloud computing is significantly affected by different
combinations of those service models and deployments, together with a physical location
of the cloud, its openness, responsibility for authentication and access control to resources
in the cloud, and a delivery of the cloud services.

Emerging trends in the cloud computing are trying to address even higher demands
on agility, flexibility, and scalability. In edge computing, a cloud infrastructure utilises
computing devices that are at the cloud edge from the point of view of a cloud provider, so
close to customers. The edge devices are usually managed (or also owned) by a customer
at his/her locations and they can, for example, preprocess input data before sending them
into the cloud, manage sensitive data that cannot be stored in the cloud, or directly
provide some cloud services with high reliability even with erroneous and unstable network
connection to the cloud. In the case of fog computing, those edge devices provide their
services to other devices and users (edge or non-edge) in the cloud which becomes “a fog”
of cloud services. The edge and fog computing frequently utilise Internet of Things (IoT)
devices, e.g., to monitor and control industrial assets in manufacturing, which results into
new service models, such as Robot as a Service (RaaS). Moreover, the employment of
edge devices that gather or produce a lot of data requires also better data processing and
analytics in the cloud. Big data approaches deal with high volume data, while Fast data
approaches aim at velocity of data streams for real-time or near real-time processing and
analytics of the data. In these cases, cloud computing implements Data as a Service (DaaS)
or “Big Data ...as a Service” service models.

There are two levels of the utilisation of cloud computing in manufacturing industry:
(1) smart manufacturing with cloud computing and (2) cloud manufacturing (CMfg). In
the first approach, the cloud computing just helps with well-established tasks in a manu-
facturing company. For example, smart manufacturing with cloud computing can improve
Business Process Management (BPM) and other business applications or provide data mi-
gration and load balancing, virtualisation, monitoring and Big data analytics, implement
a virtual factory (VF), or prognostics and health management (PHM). Contrary to the
smart manufacturing with cloud computing, the CMfg utilises edge and fog computing to
spread cloud infrastructure towards industrial assets. For example, in the case of data
analytics, edge computing would employ IoT devices connected to the industrial assets
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not only for reading their data and sending them into the cloud, but also for evaluation
of the data and quick response operations performed by the devices. In the case of fog
computing, there would be no visible border between the centre and the edge of a cloud
with seamlessly integrated cloud services provided by both the central cloud infrastructure
and the edge devices. Currently, the fully featured CMfg is a subject of many research
projects.

To analyse suitability of cloud computing for automotive/electronics manufacturing in-
dustry, we categorised the existing cloud computing solutions and evaluated how they ad-
dress several identified opportunities and threats. Detailed results of the comparison were
available in Chapter 3 and outlined in Table 3.1. The following publicly available cloud
services for manufacturing industry were analysed and compared: AWS IoT (Sec 3.1.1);
IBM BlueMix, Watson IoT (Sec 3.1.2); Microsoft Azure IoT (Sec 3.1.3); Google Cloud IoT
(Sec 3.1.4); SAP Cloud Platform for IoT (Sec 3.1.5); Mnubo (Sec 3.1.6); PTC ThingWorx
(Sec 3.2.1); Siemens MindSphere (Sec 3.2.2); and GE Predix (Sec 3.2.3).

Based on a consultation with target audience of this report, the last three cloud com-
puting services have been analysed in more details. From these three selected cloud com-
puting services, we would recommend to choose General Electric (GE) Predix as it is a
well-established solution (contrary to both PTC Thingworx and Siemens MindSphere) with
excellent documentation and based on the open Cloud Foundry platform without another
proprietary dependencies (contrary to Siemens MindSphere which is based on SAP HANA
Cloud Platform). Moreover, there is also flexible data analytics which can seamlessly inte-
grate Big data processing SW and cloud services (contrary to both PTC Thingworx and
Siemens MindSphere). From other cloud solutions, IBM BlueMix / Watson IoT Platform
is the most promising solution for possible development of CMfg.



5 Conclusion and Recommendation

In this report, the state of the art of cloud computing in manufacturing industry has been
discussed. After a short introduction into cloud computing terminology and concepts in
Chapter 1, current trends in cloud computing applications in manufacturing industry have
been discussed in Chapter 2. Existing solutions of cloud computing for manufacturing have
been analysed and compared in Chapter 3.

Cloud computing brings new opportunities to manufacturing industry as described in
Section 2.1. New cloud computing systems can be created and well-established informa-
tion technology (IT) systems can be migrated onto the cloud computing technology to
address these opportunities. Before taking a final decision to utilise the cloud computing
technology, especially the decision to migrate a production system into the cloud, however,
several things need to be considered. A manufacturing organisation should have to con-
sider, among other factors, the practical applicability of cloud computing, possible threats,
and security aspects described in this report. Many of these factors were discussed in
Chapter 2. From the IT security point of view, we would recommend to perform security
risk assessment according to Cloud Security Alliance (CSA) (see Section 2.3.2), to adopt
relevant security control and compliance models or require their verifiable adoption by
cloud providers, to implement information management and data security, and to use open
cloud solutions and technologies that are easier to deploy privately and control in terms of
security. Moreover, common [T security policies must be implemented and enforced, e.g.,
to protect local IT infrastructure and devices accessing the cloud.

In the comparison of the existing cloud computing solutions for manufacturing, based
on a consultation with target audience of this report, the three cloud computing solutions
have been analysed in more details. From these three selected cloud computing solutions,
we would recommend to choose General Electric (GE) Predix as it is a well-established
solution with excellent documentation and based on the open Cloud Foundry platform
without another proprietary dependencies, and also with flexible data analytics which
can seamlessly integrate Big data processing software (SW) and cloud services. From
other cloud solutions, IBM BlueMix / Watson IoT Platform has been considered the most
promising solution for possible development of cloud manufacturing (CMfg).

Although the cloud computing solutions above are good, the most optimal cloud solution
would be, at least from the point of view of flexibility and security, the following: internal,
privately deployed, open, perimeterised, and insourced (see Section 1.1.4). However, such
an optimal cloud solution is not currently provided anywhere and it is necessary to make
a compromise between costs and security: to use a deperimeterised cloud of a trustworthy
provider where all security features are implemented correctly; to use hybrid deployment
with sensitive data managed by “edge” devices in an organisation’s perimeter where the
appropriate security policies can be better enforced; and to outsource cloud IT service
management to a service provider or a trustworthy third party to consume services without
additional costs.
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Advanced Message Queuing Protocol over TLS/SSL (AMQPS) An open protocol for
passing business messages between various I'T applications or systems in organiza-
tions with secure communication over Transport Layer Security (TLS)/Secure Sock-
ets Layer (SSL). The protocol is described in ISO/IEC 19464:2014. It defines a
middleware for standardised and reliable exchange of business messages between two
parties. The messages are delivered by various means including classic message bro-
kers (the parties are able to publish messages of particular types and to subscribe to
the message types) and peer-to-peer exchange (the parties are able to send messages
to particular receivers only). The protocol is suitable for seamless integration of
various systems with both legacy and new applications, databases and other shared
resources, including the systems and the resources running in cloud. |80, 81]. 41, 77

application programming interface (API) A set of computer codes that make it possible
for different types of software to communicate with each other and exchange data.
[82]. 5, 39, 65, 77

augmented reality (AR) A situation in which computer-generated information, images,
etc. are combined with things in the real world or images of real things. [82]. 45, 77

Big data Data that can be characterised by five Vs: variety, velocity, volume, veracity,
and value. Variety represents the data types, velocity refers to the rate at which the
data is produced and processed, and volume defines the amount of data. Veracity
refers to how much the data can be trusted given the reliability of its source, whereas
value corresponds the monetary worth that a company can derive from employing
Big data computing. [27]. 11, 15, 16, 23, 28, 29, 38-41, 43, 44, 47, 51, 54, 55, 5761,
66, 70

business activity monitoring (BAM) Processes and technologies that enhance situation
awareness and enable analysis of critical business performance indicators based on
real-time data. It is used to improve the speed and effectiveness of business operations
by keeping track of what is happening and making issues visible quickly. This concept
can be implemented through many different kinds of software tools; those aimed solely
at BAM are called BAM platform products. [83]. 21, 77

Business Process Management (BPM) A discipline that uses various methods to dis-
cover, model, analyse, measure, improve, and optimize business processes. A busi-
ness process coordinates the behaviour of people, systems, information, and things
to produce business outcomes in support of a business strategy. Processes can be
structured and repeatable or unstructured and variable. Though not required, tech-
nologies are often used with BPM. BPM is key to align I'T and operational technology
investments to business strategy. [83]. 19, 21, 59, 77

Business Process Modelling Notation (BPMN) A graphical notation that depicts the
steps in a business process, i.e., the end to end flow of a business process. The
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notation has been specifically designed to coordinate the sequence of processes and
the messages that flow between different process participants in a related set of
activities. It provides businesses with the capability of understanding their internal
business procedures in the graphical notation and gives organizations the ability
to communicate these procedures in a standard manner. Furthermore, the graphical
notation facilitates the understanding of the performance collaborations and business
transactions between the organizations. This ensures that businesses will understand
themselves and participants in their business and enables organizations to adjust to
new internal and business-to-business circumstances quickly. [84]. 55, 77

cloud computing A style of computing in which scalable and elastic IT-enabled capa-

bilities are delivered as a service using Internet technologies. It is a distributed
and on-demand concept of computing that aims to solve well-known problems of 1T
systems, such as high maintenance and IT infrastructure costs, low scalability and
agility, problematic outsourcing, and others. [83]. 1-4, 6-12, 14-16, 19, 20, 22, 23,
26-33, 35, 3742, 44, 45, 48-50, 53, 54, 59-61

Cloud Cube Model (CCM) A model of cloud computing proposed by Jericho Forum to

identify four criteria to differentiate cloud formations from each other and the man-
ner of their provision. In the model, the Jericho Forum objectives related to cloud
computing are focused on enabling secure business collaboration in the appropriate
cloud formations best suited to the business needs. There are several types of cloud,
and each type has features which need to be correctly understood to inform sound
business decision-making on which type is best suited to the requirements that busi-
ness is looking for. The model presents the different types of cloud, highlighting the
key characteristics in each type. It includes key questions that prospective cloud
users need to ask their cloud service providers to provide adequate assurance that
they are securely collaboratively enabled and compliant with applicable regulations.
Cloud computing is the ultimate de-perimeterised environment. It has no boundaries.
While private clouds may purport to constrain access to their program platforms and
applications, and to the data on which they operate, the physical locations of the
servers and computational resources they provide are unknown. Cloud is truly a
boundary-less environment requiring information security which satisfies the criteria
set out in the Jericho Forum Commandments. |7, 85]. iii, 6, 38, 77

cloud manufacturing (CMfg) A model for enabling ubiquitous, convenient, on-demand

network access to a shared pool of configurable manufacturing resources (e.g., manu-
facturing software tools, manufacturing equipment, and manufacturing capabilities)
that can be rapidly provisioned and released with minimal management effort or ser-
vice provider interaction. In cloud manufacturing, distributed resources are encap-
sulated into cloud services and managed in a centralized way. Clients can use cloud
services according to their requirements. Cloud users can request services ranging
from product design, manufacturing, testing, management, and all other stages of a
product life cycle. [32]. 19, 25, 37, 59, 61, 77

computer numeric control (CNC) The digital control of machine tool units that consist

of series of integrated mechanical actuators, electrical or electro-hydraulic servomo-
tors, power amplifiers, position and velocity sensors, and a dedicated computer run-
ning under a real-time operating system. [86]. 12, 77
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content distribution network (CDN) An overlay computer network across Internet pro-

viding a scalable and cost-effective mechanism for accelerating the delivery of the
Web content. The network consists of a set of surrogate servers (distributed around
the world), routers, and network elements. Surrogate servers are the key elements in
a CDN, acting as proxy caches that serve directly cached content to clients. They
store copies of identical content, such that clients’ requests are satisfied by the most
appropriate site. Once a client requests for content on an origin server (managed
by a CDN), his request is directed to the appropriate CDN’s surrogate server. This
results in an improvement to both the response time (the requested content is near-
est to the client) and the system throughput (the workload is distributed to several
servers). [36]. 21, 77

customer relationship management (CRM) A business strategy that optimizes revenue

and profitability while promoting customer satisfaction and loyalty. CRM technolo-
gies enable strategy, and identify and manage customer relationships, in person or
virtually. CRM software provides functionality to companies in four segments: sales,
marketing, customer service and digital commerce. [83]. 19, 77

cyber-physical production system (CPPS) A system of collaborating computational en-

Data

tities which are in intensive connection with the surrounding physical world of man-
ufacturing and its on-going processes, providing and using, at the same time, data-
accessing and data-processing services. Such systems consist of autonomous and co-
operative elements and sub-systems that are getting into connection with each other
in situation dependent ways, on and across all levels of production, from processes
through machines up to production and logistics networks. [87]. 12, 77

as a Service (DaaS) A type of cloud computing services that provide data on de-
mand. Such service typically exposes its provided data to consumers through appli-
cation programming interfaces (APIs), either for the consumer to download or query
data from different data assets. By using these services, consumers do not need to
fetch and store giant data assets and search for the required information in the data
asset. Instead, they simply find a suitable service that provides the data asset having
the desired information and call the corresponding APIs to retrieve the data. [25].
iii, 14, 27, 37, 59, 78

data loss prevention (DLP) A suite of technologies aimed at stemming the loss of sen-

sitive information that occurs in enterprises across the globe. By focusing on the
location, classification and monitoring of information at rest, in use and in motion,
this solution can go far in helping an enterprise get a handle on what information it
has, and in stopping the numerous leaks of information that occur each day. DLP is
not a plug-and-play solution. The successful implementation of this technology re-
quires significant preparation and diligent ongoing maintenance. Enterprises seeking
to integrate and implement DLP should be prepared for a significant effort that, if
done correctly, can greatly reduce risk to the organization. Those implementing the
solution must take a strategic approach that addresses risks, impacts and mitigation
steps, along with appropriate governance and assurance measures. [88]. 34, 78

database and file activity monitoring (DAM/FAM) A suite of tools that can be used to

support the ability to identify and report on fraudulent, illegal or other undesirable
behaviour, with minimal impact on user operations and productivity. The tools,
which have evolved from basic analysis of user activity in and around relational
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database management systems (and file storages) to encompass a more comprehen-
sive set of capabilities, such as discovery and classification, vulnerability manage-
ment, application-level analysis, intrusion prevention, support for unstructured data
security, identity and access management integration, and risk management support.
[83]. 34, 78

Design Anywhere, Manufacture Anywhere (DAMA) A manufacturing philosophy en-
abling companies to move their design and manufacturing facilities at short notice
to respond to changes in the market, to have the flexibility to expand and contract
these to fit with demand cycles, and to add new design centres and plants that can
be quickly integrated into the business process as a whole. This approach demands
the ability to exchange design data across sites and to harmonise design tools, com-
ponents and manufacturing. [31]. 19, 78

digital rights management (DRM) Trusted exchange of digital information over the In-
ternet whereby the user is granted only the privileges that the document sender
allows. [83]. 34, 78

discrete event simulation (DES) A form of computer-based modelling that provides an
intuitive and flexible approach to representing complex systems (with chronologically
non-decreasing sequence of event occurrences). DES was developed in the 1960s in
industrial engineering and operations research to help analyse and improve industrial
and business processes. The term discrete refers to the fact that DES moves forward
in time at discrete intervals (i.e., the model jumps from the time of one event to the
time of the next) and that the events are discrete (mutually exclusive). These factors
give DES the flexibility and efficiency to be used over a very wide range of problems.
The core concepts of DES are entities, attributes, events, resources, queues, and time.
Entities are objects that have attributes, experience events, consume resources, and
enter queues, over time. Attributes are features specific to each entity that allow it to
carry information. Events are broadly defined as things that can happen to an entity
or the environment. A resource is an object that provides a service to an entity. If a
resource is “occupied” when an entity needs it, then that entity must wait, forming
a queue. And finally, an explicit simulation clock (initiated at the start of the model
run) keeps track of time. [89]. 24, 78

enterprise resource planning (ERP) The ability to deliver an integrated suite of business
applications. ERP tools share a common process and data model, covering broad
and deep operational end-to-end processes, such as those found in finance, HR, dis-
tribution, manufacturing, service and the supply chain. [83]. 12, 19, 78

eXtensible Access Control Markup Language (XACML) A core Extensible Markup
Language (XML) schema OASIS Standard for representing authorization and en-
titlement policies which serves as a common language for expressing security policy.
If implemented throughout an enterprise, the common policy language allows the
enterprise to manage the enforcement of all the elements of its security policy in all
the components of its information systems. Managing security policy may include
some or all of the following steps: writing, reviewing, testing, approving, issuing,
combining, analysing, modifying, withdrawing, retrieving and enforcing policy. [90].
56, 80

Extensible Markup Language (XML) A markup language for a text documents in a for-
mat that is both human- and machine-readable. The XML, which was originally
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designed to meet the challenges of large-scale electronic publishing, is also playing
an increasingly important role in the exchange of a wide variety of data on the Web
and elsewhere. XML documents are made up of storage units called entities, which
contain either parsed or unparsed data. Parsed data is made up of characters, some
of which form character data, and some of which form markup. Markup encodes a
description of the document’s storage layout and logical structure. XML provides a
mechanism to impose constraints on the storage layout and logical structure. [91].
66, 80

Fast data Big data with focus on velocity, for example, high-speed real-time and near-
real-time data streams. Prime examples of Fast data include sensor data streams,
real-time stock market data, and social-media feeds. The Fast data often must be
processed with minimal latency and high scalability. [28]. 15, 51, 55, 59

File Transfer Protocol (FTP) A network application protocol for the file transfer between
a client and server on a computer network. The objectives of FTP are to promote
sharing of files (computer programs and/or data), to encourage indirect or implicit
(via programs) use of remote computers, to shield a user from variations in file storage
systems among hosts, and to transfer data reliably and efficiently. FTP, though
usable directly by a user at a terminal, is designed mainly for use by programs. [92].
55, 78

grid computing A method for applying large numbers of resources, usually large amounts
of processing capacity, to a single (non-interactive) task, by applying resources from
more than one system. A grid is a collection of resources that is coordinated to enable
the resources to solve a common problem. A computing grid harnesses multiple
computers from several owners to run one very large application problem. [83]. 2, 9

Hypertext Transfer Protocol (HTTP) A stateless application-level request/response
protocol that uses extensible semantics and self-descriptive message payloads for flex-
ible interaction with network-based hypertext information systems. It is designed as
a generic interface protocol for information systems, to hide the details of how a ser-
vice is implemented by presenting a uniform interface to clients that is independent
of the types of resources provided. Likewise, servers do not need to be aware of each
client’s purpose: an HT'TP request can be considered in isolation rather than being
associated with a specific type of client or a predetermined sequence of application
steps. The result is a protocol that can be used effectively in many different con-
texts and for which implementations can evolve independently over time. HTTP is
also designed for use as an intermediation protocol for translating communication to
and from non-HTTP information systems. HT'TP proxies and gateways can provide
access to alternative information services by translating their diverse protocols into
a hypertext format that can be viewed and manipulated by clients in the same way
as HTTP services. [93]. 41, 67, 78

Hypertext Transfer Protocol over Transport Layer Security (HTTPS) A secure and
stateless application-level request/response protocol that uses extensible semantics
and self-descriptive message payloads for flexible interaction with network-based hy-
pertext information systems. The protocol consists of communication over Hypertext
Transfer Protocol (HT'TP) within a connection encrypted by TLS. [94, 93]. 44, 78
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Identity as a Service (IdaaS) A cloud-based service that provides identity and access
management functions. It allows to verify authorization for an application (e.g.,
other cloud services) usage at runtime by enabling access control. Access control is
based on two prerequisites. First, an authentication process checking any possible
credentials has to be passed. This can be done by direct communication of a user and
an IdaaS service, without participation of the application. Second, an authorization
verification process is needed which checks if permission has been granted. This can
be done by direct communication of the application and the IdaaS service, without
participation of the user. The functionality of both (i.e., authentication and autho-
rization verification) as well as the identity management functionality is encapsulated
in the IdaaS service and available to applications, users, and other cloud services.
[95]. b, 78

information technology (IT) The study or use of electronic processes for gathering and
storing information and making it available using computers. [82|. 1, 19, 41, 59, 61,
78

Infrastructure as a Service (laaS) The delivery of hardware (server, storage and net-
work), and associated software (operating systems virtualization technology, file sys-
tem), as a service. It is an evolution of traditional hosting that does not require any
long term commitment and allows users to provision resources on demand. Unlike
Platform as a Service (PaaS) services, the IaaS provider does very little management
other than keep the data centre operational and users must deploy and manage the
software services themselves just the way they would in their own data centre. [96].
3,5,19,37, 59, 74, 78

Internet of Things (IoT) An emerging global Internet-based information architecture fa-
cilitating the exchange of goods and services. It has the purpose of providing an
IT-infrastructure facilitating the exchange of “things” in a secure and reliable man-
ner, i.e., its function is to overcome the gap between objects in the physical world and
their representation in information systems. It will serve to increase transparency
and enhance the efficiency of global supply chain networks. [97]. 12, 38, 59, 70, 78

Internet Protocol (IP) A low-level communications protocol designed for use in intercon-
nected systems of packet-switched computer communication networks. The protocol
provides for transmitting blocks of data called datagrams from sources to destina-
tions, where sources and destinations are hosts identified by fixed length [P addresses.
It also provides means for fragmentation and reassembly of long datagrams, if nec-
essary, for transmission through “small packet” networks. [98]. 7, 21, 74, 78

IT Infrastructure Library (ITIL) A widely accepted approach to IT Service Management
that provides a cohesive set of best practice, drawn from the public and private
sectors internationally. I'TIL advocates that IT services are aligned to the needs of
the business and support its core processes. It provides guidance to organizations and
individuals on how to use IT as a tool to facilitate business change, transformation
and growth. I'TIL is mapped in ISO 20000 Part 11 which recognizes the way that I'TIL
can be used in order to meet the requirements set out for ISO 20000 certification and
the interdependent nature with ITIL. ITIL’s IT Service Management Best Practice
is supported by a certification scheme that enables practitioners to demonstrate their
abilities in adopting and adapting the framework to address their specific needs. [99].
27,78
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JavaScript Object Notation (JSON) A lightweight data-interchange text format, easy
for humans to read and write and easy for machines to parse and generate. It
is based on a subset of the JavaScript Programming Language, however, it is a
text format that is completely language independent but uses conventions that are
familiar to programmers of the C-family of languages, including C, C++, C#,
Java, JavaScript, Perl, Python, and many others. These properties make JSON
an ideal data-interchange language. JSON is built on two structures: a collection of
name/value pairs and an ordered list of values. The first one is usually, in various
languages, realized as an object, record, structure, dictionary, hash table, keyed list,
or associative array. The second one is usually realized as an array, vector, list, or
sequence. These two are universal data structures. Virtually all modern program-
ming languages support them in one form or another. It makes sense that a data
format that is interchangeable with programming languages also be based on these
structures. [100]. 56, 78

key performance indicator (KPI) A high-level measure of system output, traffic or other
usage, simplified for gathering and review on a weekly, monthly or quarterly basis.
Typical examples are bandwidth availability, transactions per second and calls per
user. KPIs are often combined with cost measures (e.g., cost per transaction or cost
per user) to build key system operating metrics. [83]. 14, 29, 38, 78

Lightweight Directory Access Protocol (LDAP) It is a directory access protocol for dis-
tributed directory services. The directory is a collection of open systems cooperating
to provide directory services. A directory user, which may be a human or other
entity, accesses the directory through a client. The client, on behalf of the directory
user, interacts with one or more servers using a directory access protocol such as

LDAP. [101]. 47, 79

lot size one A manufacturing where each part of a final product flow constantly through-
out the product creation chain as a single unit, so the production can be decomposed
and it is flexible in modifications of its individual parts (which is a necessary precon-
dition for on-demand manufacturing where the processes need to be reconfigured on
demand). [102]. 12

Manufacturing as a Service (MaaS) It is a paradigm of cloud-based services which are
used to envisage a new generation of configurable manufacturing systems. Unlike pre-
vious approaches to mass customization (that simply reprogram individual machines
to produce specific shapes) the system reported here is intended to enable the cus-
tomized production of technologically complex products by dynamically configuring
a manufacturing supply chain. In order to realize such a system, the resources (i.e.,
production capabilities) have to be designed to support collaboration throughout the
whole production network, including their adaption to customer-specific production.
The flexible service composition as well as the appropriate I'T services required for its
realization show many analogies with common cloud computing approaches. [103].
24,37, 79

manufacturing execution system (MES) A system which manages, monitors and syn-
chronizes the execution of real-time, physical processes involved in transforming raw
materials into intermediate and/or finished goods. Such systems coordinate this exe-
cution of work orders with production scheduling and enterprise-level systems. MES
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applications also provide feedback on process performance, and support component-
and material-level traceability, genealogy, and integration with process history, where
required. [83]. 12, 79

manufacturing resource/requirements planning (MRP) The application of information
and manufacturing technology, plans and resources to improve the efficiency of a
manufacturing enterprise through integration effort. It evolved from material re-
quirements planning, however, contrary to the material requirements planning, it is
used not only for planning materials and parts to production, but also for manufac-
turing plans and schedules. In manufacturing resource planning, all of the lead time
elements, shop routing, and process times are assumed to be deterministic. Linking
other activities such as purchasing, inventory control and sales is performed in iso-
lated planning and scheduling by simply retrieving, storing, and interchanging data
in the system only when needed. [104]. 19, 79

MapReduce A programming model and an associated implementation for processing and
generating large datasets (Big data) that is amenable to a broad variety of real-world
tasks. Users specify the computation in terms of a map and a reduce function, and the
underlying runtime system automatically parallelizes the computation across large-
scale clusters of machines, handles machine failures, and schedules inter-machine
communication to make efficient use of the network and disks. [105]. 15

Message Queue Telemetry Transport (MQTT) ISO/IEC PRF 20922 standard for a
lightweight machine-to-machine (M2M) messaging protocol based on the publisher-
subscriber communication model running on top of the TCP/IP protocol. The pro-
tocol is light weight, open, simple, and designed so as to be easy to implement.
These characteristics make it ideal for use in many situations, including constrained
environments such as for communication in M2M and Internet of Things (IoT') con-
texts where a small code footprint is required and/or network bandwidth is at a
premium. The protocol runs over TCP/IP, or over other network protocols that
provide ordered, lossless, bi-directional connections. Its features include: use of the
publish /subscribe message pattern which provides one-to-many message distribution
and decoupling of applications; a messaging transport that is agnostic to the content
of the payload; three qualities of service for message delivery (at most once, at least
once, and exactly once); a small transport overhead and protocol exchanges mini-
mized to reduce network traffic; a mechanism to notify interested parties when an
abnormal disconnection occurs. [106]. 39, 79

Modbus An application-layer messaging protocol which provides client/server communi-
cation between devices connected on different types of buses or networks. It is a
request /reply protocol which offers services specified by function codes. The func-
tion codes are elements of Modbus request/reply protocol data units sent from a
client to server devices together with additional information that the server uses to
take the action defined by the function code. [107]. 42

Network as a Service (NaaS) A cloud-based service that provides virtualised network in-
frastructure on demand. It can include flexible and extended virtual private network
(VPN), bandwidth on demand, custom routing, multicast protocols, security firewall,
intrusions detection and prevention, wide area network, content monitoring and fil-
tering, and antivirus. There is no standard specification as to what is included in
Naa$S. Implementations vary. [108]. 5, 79
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OAuth An open industry-standard protocol to allow secure authorization in a simple and
standard method from web, mobile and desktop applications. It enables a third-party
application to obtain limited access to a service, either on behalf of a resource owner
(an end-user) by orchestrating an approval interaction between the resource owner
(the end-user) and the service, or by allowing the third-party application to obtain
access on its own behalf. [109]. 44, 56

OPC Unified Architecture (OPC-UA) A platform independent service-oriented architec-
ture that integrates all the functionality of the individual OPC Classic specifications
into one extensible framework. While OPC Classic was based on Microsoft Win-
dows technology using the Distributed Component Object Model for the exchange of
data between software components, OPC UA is platform independent and available
for various hardware platforms and operating systems (traditional computer hard-
ware, cloud-based servers, programmable logic controllers (PLCs), micro-controllers,
etc. running Microsoft Windows, Apple OSX, Android, or any distribution of Linux,
etc.). OPC UA is functionally equivalent to OPC Classic, yet capable of much more.
Moreover, it is firewall-friendly while addressing security concerns by providing a
suite of controls such as secure transport, session encryption, message signing, se-
quenced packets preventing message replay attacks, authentication, user control, and
auditing. [110]. 42, 79

Open MPI It is an open source message passing interface implementation (MPI stands
for the Message Passing Interface). Open MPI is developed and maintained by a
consortium of academic, research, and industry partners for distributed and parallel
high performance computing. It is a standardized API typically used for parallel
and/or distributed computing. [111]. 2

Platform as a Service (PaaS) A service of the cloud software environment layer (also
dubbed the software platform layer). The users of this layer are cloud applica-
tions’ developers, implementing their applications for and deploying them on the
cloud. The providers of the cloud software environments supply the developers with
a programming-language-level environment with a set of well-defined APIs to facil-
itate the interaction between the environments and the cloud applications, as well
as to accelerate the deployment and support the scalability needed of those cloud
applications. [112]. 3, 4, 19, 37, 59, 68, 79

prognostics and health management (PHM) A method that permits the reliability of a
system to be evaluated in its actual life-cycle conditions, to determine the advent
of failure, and mitigate the system risks. A considerable body of knowledge exists
on prognostics and health management of safety-critical mechanical systems and
structures, with research conducted in establishing failure precursors (such as changes
in vibration signatures of roller bearings and variations in acoustic levels due to wear)
and developing reasoning algorithms. However, this is not the case for electronic
systems where degradation in electronics is more difficult to detect and inspect than
most mechanical systems and structures, due to the micro- to nanoscale and the
complex architecture of most electronic products. [113]. 23, 24, 59, 79

programmable logic controller (PLC) The fundamental building block of factory and
process automation. A specially purpose computer, including input/output pro-
cessing and serial communications, used for executing control programs, especially
control logic and complex interlock sequences. PLCs can be embedded in machines
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or process equipment by original manufacturers, used stand-alone in local control
environments or networked in system configurations. [83]. 12, 37, 71, 79

quality of service (QoS) A negotiated contract, such as Service Level Agreement (SLA),
between a user and a service provider that renders some degree of performance (e.g., a
degree of reliable capacity in the shared network for a service of a network provider).
[83]. 11, 79

Radio-frequency Identification (RFID) A wireless system comprised of two components:
tags and readers. The reader is a device that has one or more antennas that emit
radio waves and receive signals back from the RFID tag. Tags, which use radio
waves to communicate their identity and other information to nearby readers, can be
passive or active. Passive RFID tags are powered by the reader and do not have a
battery. Active RFID tags are powered by batteries. RFID tags can store a range of
information from one serial number to several pages of data. Readers can be mobile
so that they can be carried by hand, or they can be mounted on a post or overhead.
Reader systems can also be built into the architecture of a cabinet, room, or building.
[114]. 12, 79

Representational State Transfer (REST) A client-server layered architectural style of
web resources utilised often for Web services to access them by a uniform interface
in a stateless and cacheable way. The REST style is an abstraction of the architec-
tural elements within a distributed hypermedia system where all data is encapsulated
within and hidden by the processing components. REST components communicate
by transferring a representation of a resource in a format matching one of an evolving
set of standard data types, selected dynamically based on the capabilities or desires
of the recipient and the nature of the resource. Any information that can be named
can be a resource: a document or image, a temporal service, a collection of other re-
sources, a non-virtual object (e.g., a person), and so on. Whether the representation
of a resource is in the same format as the raw source, or is derived from the source,
remains hidden behind the interface. [115]. 41, 74, 79

Robot as a Service (RaaS) A cloud-based service that provides the access, monitoring,
and control of robots seamlessly integrated into the cloud and operating on demand.
A robot is considered to be a mechanical or virtual artificial agent, which, by its
appearance or movements, conveys a sense that it has intent or agency of its own.
According to RaaS, a robot should be able to act as service provider. A client can
deploy new services into a robot, so that the services can be used by this robot and
can also be shared with other robots and composed into a new application based on
the services available in and outside the robot. Moreover, a robot should be able to
act also as both a service broker and a service client. A client, external or a robot,
can search and discover applications and services deployed on another robot. [24].
iii, 12, 14, 37, 59, 79

robot controller (RC) A set of hardware and software resources involved in the on-line
control of a set of cooperating devices (such as robots and sensors) associated with
a control system. [116]. 12, 75, 79

Secure Sockets Layer (SSL) A security protocol that provides communications privacy
over the Internet and allows client /server applications to communicate in a way that
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is designed to prevent eavesdropping, tampering, or message forgery. The protocol
is used for encapsulation of various higher level protocols. One such encapsulated
protocol, the SSL handshake protocol, allows the server and client to authenticate
each other and to negotiate an encryption algorithm and cryptographic keys before
the application protocol transmits or receives its first byte of data. One advantage of
SSL is that it is application protocol independent. A higher level protocol can layer on
top of the SSL protocol transparently. The SSL protocol provides connection security
that has three basic properties: the connection is private (encryption is used after an
initial handshake to define a secret key and then, symmetric cryptography is used for
data encryption by this secret key), the peer’s identity can be authenticated (using
asymmetric, or public key, cryptography), and the connection is reliable (message
transport includes a message integrity check using a keyed message authentication
code computed by secure hash functions). The protocol is a predecessor of TLS.
[117]. 34, 56, 63, 80

Security Assertion Markup Language (SAML) An XML-based framework for creating
and exchanging security information, such as user authentication, entitlement, and
attribute information, between online partners. SAML allows business entities to
make assertions regarding the identity, attributes, and entitlements of a subject (an
entity that is often a human user) to other entities, such as a partner company or
another enterprise application. Prior to SAML, there was no XML-based standard
that enabled exchange of security information between a security system (such as
an authentication authority) and an application that trusts the security system.
SAML provides a standard XML representation for specifying this information and
interoperable ways to exchange and obtain it. [118]. 44, 79

Service Level Agreement (SLA) An agreement between an IT service provider and a cus-
tomer. A service level agreement describes the IT service, documents service level
targets, and specifies the responsibilities of the I'T service provider and the customer.
A single agreement may cover multiple IT services or multiple customers. [119]. 30,
53, 71, 80

service-oriented architecture (SOA) A design paradigm and discipline that helps I'T meet
business demands. Some organizations realize significant benefits using SOA includ-
ing faster time to market, lower costs, better application consistency and increased
agility. SOA reduces redundancy and increases usability, maintainability and value.
This produces interoperable, modular systems that are easier to use and maintain.
SOA creates simpler and faster systems that increase agility and reduce total cost of
ownership. [83]. 14, 80

smart city A city that monitors and integrates conditions of all of its critical infrastruc-
tures, including roads, bridges, tunnels, rails, subways, airports, seaports, communi-
cations, water, power, even major buildings, can better optimize its resources, plan
its preventive maintenance activities, and monitor security aspects while maximizing
services to its citizens. [120, 121]. 11, 12

smart grid A power grid system that manages electricity demand in a sustainable, reliable
and economic manner, built on advanced infrastructure and tuned to facilitate the
integration of all involved. Smart grids possess demand response capacity to help
balance electrical consumption with supply, as well as the potential to integrate
new technologies to enable energy storage devices and the large-scale use of electric
vehicles. [122]. 11, 12, 35
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Software as a Service (SaaS) A service model where a cloud application is deployed at
a provider’s computing infrastructure (rather than at a users’ desktop machines)
and the developers of the application are able to roll smaller patches to the system
and add new features without disturbing the users with requests to install major
updates or service packs. Configuration and testing of the application in this model
is arguably less complicated, since the deployment environment becomes restricted,
i.e., the provider’s data centre. Even with respect to the provider’s margin of profit,
this model supplies the software provider with a continuous flow of revenue, which
might be even more profitable on the long run. [112|. 3, 4, 19, 37, 59, 74, 79

software-defined network (SDN) An emerging networking architecture that separates the
control plane from the data plane in networking equipment. This is so that network
intelligence and state are logically centralized, and the underlying network infras-
tructure is abstracted from applications. [83]. 12, 22, 80

SPI model (SPI) The three fundamental classifications of cloud service delivery are often
referred to as the SPI Model, where SPI refers to Software as a Service (SaaS), PaaS,
and Infrastructure as a Service (IaaS), respectively. [5]. 5, 80

Storage Area Network (SAN) A specialised network which consists of two tiers. The first
tier, the storage plumbing tier, provides connectivity between nodes in a network and
transports device-oriented commands and status. At least one storage node must be
connected to this network. The second tier, the software tier, uses software to provide
value-added services that operate over the first tier, such as to provide block-level
network access to a consolidated data storage. [83]. 22, 80

Storage as a Service (StaaS) A service model that allows users to store their data at
remote disks and access them anytime from any place. Cloud storage systems are
expected to meet several rigorous requirements for maintaining users’ data and in-
formation, including high availability, reliability, performance, replication and data
consistency; but because of the conflicting nature of these requirements, no one sys-
tem implements all of them together. [123]. 5, 22, 80

Supervisory Control and Data Acquisition (SCADA) A system used in manufacturing
for acquiring measurements of process variables and machine states, and for per-

forming regulatory or machine control across a process area or work cell. [83]. 12,
80

System for Cross-domain Identity Management (SCIM) An IETF standard created to
simplify user management in the cloud by defining a schema for representing users
and groups and a Representational State Transfer (REST) API for the necessary
create, update, and delete operations. [124]. 56, 80

Transport Layer Security (TLS) A security protocol that provides privacy and data in-
tegrity between two communicating applications. The protocol is composed of two
layers: the TLS Record Protocol and the TLS Handshake Protocol. At the lowest
level, layered on top of some reliable transport protocol, is the TLS Record Protocol,
which provides connection security that has two basic properties: the connection is
private and the connection is reliable. The TLS Record Protocol is used for encapsu-
lation of various higher level protocols, such as the TLS Handshake Protocol, which
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allows the server and client to authenticate each other and to negotiate an encryp-
tion algorithm and cryptographic keys before the application protocol transmits or
receives its first byte of data. The protocol is a successor of SSL. [125]. 44, 63, 80

virtual factory (VF) An integrated simulation model of major subsystems in a factory
that considers the factory as a whole and provides an advanced decision support
capability. It allows mimicking the real life operations of the factory and it may
server as a test bed for a real factory. [126]. 23, 59, 80

virtual private network (VPN) A system that delivers enterprise-focused communication
services on a shared public network infrastructure and provides customized operating
characteristics uniformly and universally across an enterprise. The term is used
generically to refer to voice VPNs. To avoid confusion, Internet Protocol (IP)-based
data services are referred to as data VPNs. Service providers define a VPN as a wide
area network of permanent virtual circuits, generally using asynchronous transfer
mode or frame relay to transport IP. Technology providers define a VPN as the use
of encryption software or hardware to bring privacy to communications over a public
or untrusted data network. [83]. 2, 22, 70, 80

virtual programmable logic controller (VPLC) A virtualised PLC that controls a partic-
ular manufacturing processes in the same way as a physical PLC. The virtualised
PLC can be implemented, for example, as an integration of a software PLC into a
real-time capable virtual machine. [23]. 12, 53, 80

virtual robot controller (VRC) A virtualised robot controller (RC) that monitors and
controls robots in the same way as a physical RC. The virtualised RC can be im-
plemented, for example, as an integration of a software RC into a real-time capable
virtual machine. The VRC can be deployed as a cloud service, however, some of the
features of RC must remain outside the cloud and near the controlled machine to
preserve the real-time capability by using short communication paths. [23|. 12, 37,
80

WebSocket A protocol designed to work well with the existing Web infrastructure. A
WebSocket connection starts its life as an HT'TP connection, guaranteeing full back-
wards compatibility with the pre-WebSocket world. It allows to establish a full-
duplex, bidirectional communications channel that operates through a single socket
over the Web between a client’s web-browser and a remote host. The protocol enables
the two-way communication between the client running untrusted code in a controlled
environment to the remote host that has opted-in to communications from that code.
The security model used for this is the origin-based security model commonly used
by web browsers. The goal of this technology is to provide a mechanism for browser-
based applications that need fast and reliable two-way communication with servers.
[127, 128]. 44

wide-area monitoring system (WAMS) A system to monitor assets over a large area,
such as in the case of a power grid where operators continuously analyse all the fea-
tures of a large power network in real time. The dynamic measurement system is
using synchronized phasor measurement units with stability assessment and stabi-
lization algorithms. It provides time-synchronized information on the measurement
of phasors of voltage and currents in a power grid every 20 ms (in 50 Hz systems).
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Each data sample is equipped with a time stamp and synchronized with a minimal
accuracy. [129]. 35, 80

workforce performance management (WPM) A set of practices to automate and im-
prove the processes and performance of employees in an organisation and therefore,
to automate and improve the effectiveness of workforce processes. Its goal is to opti-
mise performance levels and competency for the organization by better assignment of
the employees to work processes in order to enhance productivity and profitability.
The workforce management requires or is required by a recruit and hire manage-
ment, compensation management, incentive management, goals management, learn-
ing management, competency management, performance measurement, and others.

[130]. 21, 80



Acronyms

AEP Application Enablement Platform. 46
Al artificial intelligence. 45

AMQPS Advanced Message Queuing Protocol over TLS/SSL. 41, see also Glossary: Ad-
vanced Message Queuing Protocol over TLS/SSL (AMQPS)

APl application programming interface. 5, 12, 14, 39, 41, 44, 65, 71, 74, see also Glossary:
application programming interface (API)

AR augmented reality. 45-47, 49, see also Glossary: augmented reality (AR)
AWS Amazon Web Services. iii, 39, 40, 45, 46, 60

BAM business activity monitoring. 21, 23, see also Glossary: business activity monitoring
(BAM)

BLOB binary large object. 55

BPM Business Process Management. 19-21, 23, 59, see also Glossary: Business Process
Management (BPM)

BPMN Business Process Modelling Notation. 55, see also Glossary: Business Process
Modelling Notation (BPMN)

CAD computer-aided design. 49
CC comparison criteria. 25, 37, 38, 40

CCM Cloud Cube Model. iii, 6, 7, 38, 39, 41-46, 50, 55, 56, see also Glossary: Cloud
Cube Model (CCM)

CDN content distribution network. 21, 22, see also Glossary: content distribution network
(CDN)

CMfg cloud manufacturing. 19, 20, 24-26, 28, 34, 35, 37-39, 41, 52, 53, 5661, see also
Glossary: cloud manufacturing (CMfg)

CNC computer numeric control. 12, see also Glossary: computer numeric control (CNC)

CPPS cyber-physical production system. 12, see also Glossary: cyber-physical production
system (CPPS)

CPU central processing unit. 22, 30, 42

CRM customer relationship management. 19-21, 28, see also Glossary: customer rela-
tionship management (CRM)

CSA C(loud Security Alliance. iii, 32-34, 61
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DaaS Data as a Service. iii, 14, 27, 28, 37, 38, 59, see also Glossary: Data as a Service
(DaaS)

DAM/FAM database and file activity monitoring. 34, see also Glossary: database and
file activity monitoring (DAM/FAM)

DAMA Design Anywhere, Manufacture Anywhere. 19, 20, see also Glossary: Design
Anywhere, Manufacture Anywhere (DAMA)

DES discrete event simulation. 24, see also Glossary: discrete event simulation (DES)
DLP data loss prevention. 34, see also Glossary: data loss prevention (DLP)

DRM digital rights management. 34, see also Glossary: digital rights management (DRM)

ERP enterprise resource planning. 12, 19-21, 26, 27, see also Glossary: enterprise resource
planning (ERP)

FTP File Transfer Protocol. 55, see also Glossary: File Transfer Protocol (FTP)

GE General Electric. iii, 40, 45, 54, 55, 57, 60, 61

GLBA Gramm-Leach-Bliley Act. 33

HIPAA Health Insurance Portability and Accountability Act. 33

HTTP Hypertext Transfer Protocol. 22, 41, 44, 55, 67, 75, see also Glossary: Hypertext
Transfer Protocol (HTTP)

HTTPS Hypertext Transfer Protocol over Transport Layer Security. 44, 47, 51, see also
Glossary: Hypertext Transfer Protocol over Transport Layer Security (HTTPS)

HW hardware. 1, 4, 5, 9, 21-23, 28, 30, 42, 43, 50, 51, 53, 56, 59

/O input/output. 22, 30

laaS Infrastructure as a Service. 3, 5, 9, 15, 19-23, 30, 32, 34, 37, 52-57, 59, 74, see also
Glossary: Infrastructure as a Service (laaS)

IdaaS Identity as a Service. 5, see also Glossary: ldentity as a Service (IdaaS)

loT Internet of Things. iii, 12, 15, 38-50, 54, 58-61, 70, see also Glossary: Internet of
Things (IoT)

IP Internet Protocol. 7, 21, 30, 74, 75, see also Glossary: Internet Protocol (IP)

IT information technology. 1, 2, 7,9, 15, 19, 27-31, 41, 48, 50-52, 55, 56, 59, 61, 63, 64,
68, 69, 73, see also Glossary: information technology (IT)

ITIL IT Infrastructure Library. 27, see also Glossary: 1T Infrastructure Library (ITIL)

JSON JavaScript Object Notation. 56, see also Glossary: JavaScript Object Notation
(JSON)
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KPI key performance indicator. 14, 29, 38, see also Glossary: key performance indicator
(KPT)

LDAP Lightweight Directory Access Protocol. 47, see also Glossary: Lightweight Direc-
tory Access Protocol (LDAP)

M2M machine-to-machine. 43, 45, 70

MaaS Manufacturing as a Service. 24, 37, see also Glossary: Manufacturing as a Service
(MaaS)

MES manufacturing execution system. 12, see also Glossary: manufacturing execution
system (MES)

ML machine learning. 45, 55

MQTT Message Queue Telemetry Transport. 39, 41, 42, 44, see also Glossary: Message
Queue Telemetry Transport (MQTT)

MRP manufacturing resource/requirements planning. 19, see also Glossary: manufactur-
ing resource/requirements planning (MRP)

NaaS Network as a Service. 5, see also Glossary: Network as a Service (NaaS)

NIST National Institute of Standards and Technology. 24, 6, 19

OPC-UA OPC Unified Architecture. 42, 50, see also Glossary: OPC Unified Architecture
(OPC-UA)

PaaS Platform as a Service. 3-5, 9, 15, 19-23, 30, 32, 34, 37, 39-46, 4951, 53 57, 59, 68,
74, see also Glossary: Platform as a Service (PaaS)

PCl Payment Card Industry. 33

PHM prognostics and health management. 23, 24, 59, see also Glossary: prognostics and
health management (PHM)

PLC programmable logic controller. 12, 37, 50, 52, 54, 71, 75, see also Glossary: pro-
grammable logic controller (PLC)

QoS quality of service. 11, see also Glossary: quality of service (QoS)

RaaS Robot as a Service. iii, 12, 14, 37, 59, see also Glossary: Robot as a Service (RaaS)
RC robot controller. 12, 75, see also Glossary: robot controller (RC)

REST Representational State Transfer. 41, 44, 74, see also Glossary: Representational
State Transfer (REST)

RFID Radio-frequency Identification. 12, see also Glossary: Radio-frequency Identifica-
tion (RFID)

SaaS Software as a Service. 3-5, 9, 15, 19-23, 26, 27, 29, 30, 32, 34, 37, 40, 44, 45, 49, 50,
53, 54, 59, 74, see also Glossary: Software as a Service (SaaS)
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SAML Security Assertion Markup Language. 44, 47, 56, see also Glossary: Security
Assertion Markup Language (SAML)

SAN Storage Area Network. 22, see also Glossary: Storage Area Network (SAN)

SCADA Supervisory Control and Data Acquisition. 12, see also Glossary: Supervisory
Control and Data Acquisition (SCADA)

SCIM System for Cross-domain Identity Management. 56, see also Glossary: System for
Cross-domain Identity Management (SCIM)

SDK software development kit. 46
SDN software-defined network. 12, 22, see also Glossary: software-defined network (SDN)

SLA Service Level Agreement. 30, 53, 71, see also Glossary: Service Level Agreement
(SLA)

SOA service-oriented architecture. 14, see also Glossary: service-oriented architecture

(SOA)
SOX Sarbanes-Oxley Act. 33
SPI SPI model. 5, see also Glossary: SPI model (SPI)
SSL Secure Sockets Layer. 34, 56, 63, 74, see also Glossary: Secure Sockets Layer (SSL)
StaaS Storage as a Service. 5, 22, see also Glossary: Storage as a Service (StaaS)

SW software. 1, 4, 5, 9, 15, 16, 19, 21, 22, 24, 25, 27, 29, 30, 42, 43, 46, 48, 49, 54, 58-61

TLS Transport Layer Security. 44, 63, 67, 73, see also Glossary: Transport Layer Security
(TLS)

UAA user account and authentication. 56

USA United States of America. 29

VF virtual factory. 23, 59, see also Glossary: virtual factory (VF)

VPLC virtual programmable logic controller. 12, 53, 57, see also Glossary: virtual pro-
grammable logic controller (VPLC)

VPN virtual private network. 2, 7, 22, 34, 70, see also Glossary: virtual private network
(VPN)

VRC virtual robot controller. 12, 14, 37, 53, 57, see also Glossary: virtual robot controller
(VRC)

WAMS wide-area monitoring system. 35, see also Glossary: wide-area monitoring system
(WAMS)

WPM workforce performance management. 21, see also Glossary: workforce performance
management (WPM)
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XACML eXtensible Access Control Markup Language. 56, see also Glossary: eXtensible
Access Control Markup Language (XACML)

XML Extensible Markup Language. 66, 73, see also Glossary: FExtensible Markup Lan-
guage (XML)
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